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existed approach.

In this paper, we propose a novel approach to recovering face pose from a single face
image. The projection from 3D space to image plane is modeled by a scaled orthogonal
projection, which contains the unknown pose parameters and face shape. To remove the
ambiguity, the projection is regularized by prior information about generic face shape.
Given a set of image features and a set of 3D features selected from a generic face, we can
solve the unknown pose parameters conveniently through a Newton method. Owing to
the shape regularization, the efficiency and accuracy of the proposed method precede the

© 2014 Elsevier B.V. All rights reserved.

1. Introduction

Face pose recovery means discovering high-level con-
cept of face direction from a given digital face image. The
representation of face pose has a wide range of variation.
From the view point of computer vision, 3D face pose
recovery refers to estimating certain parameters on multi-
ple degrees of freedom describing the position and orien-
tation of a face.

Face pose recovery has important applications in var-
ious domains like digital entertainment [1-3] and video
surveillance. For example, high quality facial animations in
current 3D CG films and interactive video games are often
created by performance driven technique. In this process,
the actions of a human face are copied and transplanted to
various virtual roles in films or games. Therefore, recover-
ing 3D face pose parameters from given views is crucial to
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generating vivid virtual animations. In some applications
of human computer interaction, facial expression recogni-
tion [4] plays an important role. The pose estimation and
correction are expected to improve the recognition rate,
because unknown pose of input facial expression has great
impact on the recognition.

3D face pose recovery has received considerable atten-
tion in recent years. The approaches in this domain can be
roughly classified into six categories which include image
template matching methods, geometric feature methods,
sample-based pattern classification methods, Shape-from-
Motion (SfM) methods, regression methods and parame-
terized model fitting methods. Image template matching
methods [5] compare the given face image with a set of
sample images, each labeled with a pose, to find the
closest image with the desired pose. Geometric feature
methods [6] estimate the face pose using the geometric
relationships between facial features. Pattern classification
methods [7] build a binary classifier using face images
labeled with a pose, and feed the input image to the
classifier. If the classification result is positive, the pose of
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input face is the same as that of the positive sample
images. When multiple images of a human face are
available, SfM methods [8] can be used to decompose the
matrix of facial features taken from the images into matrix
of face shape and matrix of face pose parameters. Regres-
sion methods [9] build a mapping from image or image
features to pose parameters using a set of labeled face
image samples, then they can recover the pose of any
given face image through the mapping. Parameterized
model fitting methods [10,11] need to construct a statistic
model based on 2D or 3D face samples, then fit the model
to given face image by adjusting the model and pose
parameters. The desired pose parameters are obtained
when the model fitting is accomplished.

The current face pose recovery methods have some
obvious disadvantages. First, the accuracy of pose recovery
cannot be ensured, since some methods are based on simple
image comparison [5], and some other methods are reliable
only when recognize several discrete poses [7]. Second, many
methods adopt machine learning to achieve pose recovery,
and the recovery result heavily depends on the amount and
diversity of the training samples [9]. Last, some methods have
high computational complexity which is caused by the
training process or the model fitting process [11].

In this paper, we propose a novel face pose recovery
method which is free from the above mentioned disad-
vantages. Unlike the existing methods, we aim to build
equations comprising the pose parameters according to
certain camera projection model, and solve for the para-
meters directly. To remove the ill-posedness of the pro-
blem, a generic face shape is used to regularize the model.
The proposed method can recover face pose accurately
from single input face image. It is worthwhile to highlight
several advantages of our method: (1) It has high accuracy.
With the generic shape regularization, the solution is very
close to the globally optimized solution. (2) The model can
be solved directly, so it does not need any training sample.
Accordingly, it is not restricted by the amount and diver-
sity of samples. (3) The computational efficiency is very
high. We will demonstrate that the model can be solved by
a simple Newton method.

The rest part of this paper is organized as follows: Section
2 shows the related works; in Section 3, we describe the
proposed method in detail; Section 4 demonstrates the
experimental results, and the last section concludes
this paper.

2. Related works

The simplest pose recovery methods are the image
template matching methods which compare the given
image to a set of sample images labeled with face pose
information, and the pose of given image is that of the
closest sample image [12]. The comparison is based on
certain distance metric [13]. These methods are quite
simple, and the sample image set can be expanded to
any scale to include more pose variation. However, they
can just estimate discrete poses, and with the enlargement
of the sample set, the computational complexity of com-
parison also rises. To speed up the comparison, some
researchers tried to train Support Vector Machines (SVM)

and used the support vectors instead of sample images for
pose recovery [14,15]. Another problem is that these
methods regard the similarity between images as the
similarity between corresponding poses. This is not always
true because the image variation may be caused by
different illumination or expressions.

Geometric feature methods extract a few salient facial
feature points from given image, and estimate the pose
parameters according to the relative position of these feature
points. Sheng et al. [16] recovered the roll, yaw and pitch
angles of 3D face using the center points of two eyes, the
middle points of two eyes and the mouth center of the planar
face. Another estimate of pose can be obtained using a
different set of five points (the inner and outer corners of
each eye, and the tip of the nose) [17]. The methods are fast
and simple, but the result is often affected by the precision of
the feature detection. More over, the result of geometric-
based methods is usually not very accurate.

Pattern classification methods [18] achieve pose recov-
ery by training a binary classifier for each distinct pose
using positive and negative sample images. Huang et al. [7]
trained three SVMs to recognize three discrete yaw angles
from given image. Zhang et al. [19] used five FloatBoost
classifiers for five-view face pose recovery. To improve the
computational efficiency of pose recognition, Jones and
Viola [20] adopted a cascaded AdaBoost classifiers. To
improve the performance of SVM classifier, Tao et al. [21]
proposed an asymmetric bagging-based SVM to address
the problem caused by small-sized training set. However,
like template matching methods, the methods based on
classifiers can just perform discrete pose recognition. To
recognize more poses, multiple classifiers must be con-
structed. But the number of classifiers can not increase
unrestrictedly. The reason is that when two classifiers are
designed to recognize very similar poses, they may simul-
taneously classify an input image as a positive image. To
avoid building a distinct classifier for each pose, Linear
discriminant analysis (LDA) was adopted in [22] for head
pose estimation. These methods usually have poor gen-
eralization since the recognition result is restricted in the
scope of pose covered by the sample images. In addition,
the difference between faces in different classes is usually
caused not only by the pose discrepancy, but also by the
illumination and expression discrepancy. This is a big
obstacle to traditional classification algorithms. Recent
improvements to LDA include the general tensor discrimi-
nant analysis (GTDA) [23] and geometric mean for sub-
space selection [24]. GTDA provides high recognition rate
because it preserves the discriminative information of the
training images. The geometric mean-based subspace
learning projects the images from different classes apart
in the subspace even when the dimension of the projected
subspace is lower than the number of classes. To measure
the image similarity, [13] proposed a semantic preserving
distance metric that could encode the semantic contents. A
high-order distance-based multimodal stochastic learning
method was proposed in [25] to achieve image classifica-
tion with image features from multiple sources. Also, an
improved graph-based method was successfully applied to
image classification in [26]. The aforementioned methods
may find their usage in pose classification.
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