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a b s t r a c t

The affine projection (AP)-type algorithms produce a good tradeoff between convergence
speed and complexity. As the projection order increases, the convergence rate of the AP
algorithm is improved at a relatively high complexity. Many efforts have been made to
reduce the complexity. However, most of the efficient versions of the AP-type algorithms
are based on the fast approximate filtering (FAF) scheme originally proposed in the fast AP
(FAP) algorithm. The approximation leads to degraded convergence performance.
Recently, a fast exact filtering (FEF) AP (FEAP) algorithm was proposed by Y. Zakharov.
In this paper, we propose a new FEF approach to further reduce the complexity of the
FEAP algorithm given that the calculation of the weight vector is not the primary objective
for the application at hand. The proposed FEF scheme is then extended to the
dichotomous coordinate descent (DCD)-AP, affine projection sign (APS), and modified
filtered-x affine projection (MFxAP) algorithms. The complexity of AP-type algorithms
based on the proposed FEF approach is comparable to that based on the FAF scheme.
Moreover, analysis results show that the complexity reduction of the new algorithms is
achieved without any performance degradation.

& 2014 Elsevier B.V. All rights reserved.

1. Introduction

In adaptive filtering, the least-mean-square (LMS)-type
algorithms are widely used but suffer from slow conver-
gence for colored signals. The affine projection (AP) algo-
rithm [1] was proposed to speed up the convergence,
which produces a good tradeoff between the convergence
speed and the complexity. Due to the good properties,
several variants of the AP algorithm have been developed
in the context of blind multiuser detection [2], acoustic
echo cancellation (AEC) [3,4], active noise control (ANC)
[5], and acoustic feedback cancellation (AFC) [6].

When the projection order P increases, the convergence
rate of the AP algorithm is improved at the price of a

considerable rise of the computational complexity. Many
efforts have been made to reduce the complexity of the AP
algorithm [3–20].

The complexity of the direct calculation of the error
vector is proportional to the projection order. The fast AP
(FAP) [3,4] algorithm and its variants [5–16] present a fast
approximate filtering (FAF) scheme to reduce the complex-
ity. Since the FAP algorithm is based on an implicit “small
regularization parameter” assumption, the FAP algorithm
is not exactly equal to the standard AP algorithm [17]. Most
of the existing fast AP-type algorithms [3–16] are based on
the FAF approach. The FAF approach reduces the complex-
ity efficiently but also leads to degraded performance.

To overcome this limitation, a fast exact filtering (FEF)
approach to the AP algorithm (FEAP) [18] was presented by
Y. Zakharov. However, in the FEAP algorithm, calculation of
the error vector requires the update of the weight vector
explicitly that provides the largest contribution towards the
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algorithm complexity. Many AP-type algorithms [19–21]
adopt the FEF approach to reduce the complexity and have
a similar problem. In many applications such as AEC and
ANC, calculation of the weight vector is not the main
concern [3–15]. In this paper, we will extend the work in
[18] and propose an enhanced FEF approach to the AP
(EFEAP) algorithm. The complexity of the proposed EFEAP
algorithm is comparable to that of the FAP algorithm. We
then extend the proposed FEF approach to a family of AP-
type algorithms such as the dichotomous coordinate des-
cent (DCD)-AP [18], affine projection sign (APS) [22], and
modified filtered-x affine projection (MFxAP) algorithms
[14,15]. Computer simulations demonstrate the effective-
ness of the proposed approach.

Notations: throughout this paper, we use uppercase and
lowercase bold fonts to denote matrices and vectors,
respectively, e.g., R and r. Superscript T denotes the
transpose operator, and I is the P � P identity matrix.

2. Proposed FEF approach to the AP algorithm

Consider the desired response d(n) arising from the
linear model

dðnÞ ¼wT
oxðnÞþvðnÞ ð1Þ

where wo ¼ ½w0;w1;…;wL�1�T is the L-length weight vec-
tor of the unknown system, xðnÞ ¼ ½xðnÞ; xðn�1Þ;…;

xðn�Lþ1Þ�T denotes the input signal vector, and v(n)
represents the system noise.

The adaptive weight vector is wðnÞ ¼ ½w0ðnÞ;w1ðnÞ;…;

wL�1ðnÞ�T . To describe the AP algorithm, we define the
input signal, the desired signal, the filtered-out, and the
error vectors as follows:

XðnÞ ¼ ½xðnÞ; xðn�1Þ;…; xðn�Pþ1Þ� ð2Þ

dðnÞ ¼ ½dðnÞ; dðn�1Þ;…; dðn�Pþ1Þ�T ð3Þ

yðnÞ ¼ ½y0ðnÞ; y1ðnÞ;…; yP�1ðnÞ�T
¼XT ðnÞwðn�1Þ ð4Þ

eðnÞ ¼ ½e0ðnÞ; e1ðnÞ;…; eP�1ðnÞ�T
¼ dðnÞ�yðnÞ: ð5Þ

The update equation of the AP algorithm is

εðnÞ ¼ ½ε0ðnÞ; ε1ðnÞ;…; εP�1ðnÞ�T

¼ μ½XT ðnÞXðnÞþδI��1eðnÞ ð6Þ

wðnÞ ¼wðn�1ÞþXðnÞεðnÞ ð7Þ
where μ is the step size, and δ is a regularization
parameter.

The complexity of the AP algorithm is mainly due to the
following three operations: (i) calculation of the filtered-
out vector yðnÞ in (4), (ii) update of the weight vector wðnÞ
in (7), and (iii) the matrix inversion operation in (6). For a
direct implementation, the first two steps need 2PL opera-
tions per sample, which is very expensive especially for a
long impulse response. We now briefly review the state-
of-the-art fast filtering approaches.

2.1. FAF approach

The FAP algorithm [3,4] updates the error vector eðnÞ
via the following approximation

eðnÞ � dðnÞ�xT ðnÞwðn�1Þ
ð1�μÞeðn�1Þ

" #
ð8Þ

where eðn�1Þ consists of the P�1 upper elements of
eðn�1Þ. For Clarity, we present the FAP algorithm in
Table 1, where the definitions of ŵðnÞ and φðnÞ can be
found in (13) and (14). The only difference among many
variants of FAP algorithm is the calculation of the linear
system of equations. We assume that solving ½RðnÞþ
δI�εðnÞ ¼ μeðnÞ requires Pm multiplications and Pa additions.

Using (8), the complexity of the filtering step reduces
from O(PL) operations in (4) to O(L) operations. But (8) is
only an approximate implementation of (5) under the
condition that δ is significantly smaller than the eigenvalue
of the matrix RðnÞ ¼XT ðnÞXðnÞ [4,17]. When the regular-
ization parameter δ is large, the approximation in (8) can
cause discrepancy between the FAP and AP algorithms.
Indeed, the regularization parameter can vary from very
small to very large, depending on the level of the additive
noise [23]. Thus, the assumption used in the derivation of
(8) has its shortcomings [17].

2.2. FEF approach

In the FAP algorithm, only the first component of the
error vector is calculated, and the others are approxi-
mated. More recently, a low-complexity FEAP algorithm
[18] was proposed where all the error vector components
can be exactly calculated. The basic idea is summarized as
follows.

Substituting (7) into (4), one has

yðnÞ ¼XT ðnÞwðn�1Þ
¼ zðnÞþGðnÞεðn�1Þ ð9Þ

where GðnÞ ¼XT ðnÞXðn�1Þ and zðnÞ ¼XT ðnÞwðn�2Þ. Tak-
ing (4) into account, zðnÞ can be expressed as

zðnÞ ¼XT ðnÞwðn�2Þ
¼ ½z0ðnÞ; y0ðn�1Þ;…; yP�2ðn�1Þ�T ð10Þ

Table 1
FAP algorithm [3,4].

Equation � þ

RðnÞ ¼XT ðnÞXðnÞ 2P 2P

αðnÞ ¼XT ðn�1ÞxðnÞ 0 0

eðnÞ ¼ dðnÞ�xT ðnÞŵðn�2Þ�αT ðnÞφðn�1Þ LþP LþP

eðnÞ ¼
eðnÞ

ð1�μÞeðn�1Þ

" #
P�1 0

εðnÞ ¼ μ½RðnÞþδI��1eðnÞ Pm Pa

φðnÞ ¼ εðnÞþ
0

φðn�1Þ

" #
0 P�1

ŵðnÞ ¼ ŵðn�1Þþxðn�Pþ1ÞφP�1ðnÞ L L

Total
2Lþ4PþPm multiplications
2Lþ4PþPa additions
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