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Abstract

Language mismatch represents one of the more difficult challenges in achiev-

ing effective speaker verification in naturalistic audio streams. The portion

of bi-lingual speakers worldwide continues to grow making speaker verification

for speech technology more difficult. In this study, three specific methods are

proposed to address this issue. Experiments are conducted on the PRISM (Pro-

moting Robustness in Speaker Modeling) evaluation-set. We first show that

adding small amounts of multi-lingual seed data to the Probabilistic Linear

Discriminant Analysis (PLDA) development set, leads to a significant relative

improvement of +17.96% in system Equal Error Rate (EER). Second, we com-

pute the eigendirections that represent the distribution of multi-lingual data

added to PLDA. We show that by adding these new eigendirections as part

of the Linear Discriminant Analysis (LDA), and then minimizing them to di-

rectly compensate for language mismatch, further performance gains for speaker

verification are achieved. By combining both multi-lingual PLDA and this mini-

mization step with the new set of eigendirections, we obtain a +26.03% relative

improvement in EER. In practical scenarios, it is highly unlikely that multi-

lingual seed data representing the languages present in the test-set would be
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