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Abstract

Mispronunciation detection is an important part in a Computer-Aided Language Learning (CALL) system. By automatically point-
ing out where mispronunciations occur in an utterance, a language learner can receive informative and to-the-point feedbacks. In this
paper, we improve mispronunciation detection performance with a Deep Neural Network (DNN) trained acoustic model and transfer
learning based Logistic Regression (LR) classifiers. The acoustic model trained by the conventional GMM-HMM based approach is
refined by the DNN training with enhanced discrimination. The corresponding Goodness Of Pronunciation (GOP) scores are revised
to evaluate pronunciation quality of non-native language learners robustly. A Neural Network (NN) based, Logistic Regression (LR)
classifier, where a general neural network with shared hidden layers for extracting useful speech features is pre-trained firstly with pooled,
training data in the sense of transfer learning, and then phone-dependent, 2-class logistic regression classifiers are trained as phone spe-
cific output layer nodes, is proposed to mispronunciation detection. The new LR classifier streamlines training multiple individual clas-
sifiers separately by learning the common feature representation via the shared hidden layer. Experimental results on an isolated English
word corpus recorded by non-native (L2) English learners show that the proposed GOP measure can improve the performance of GOP
based mispronunciation detection approach, i.e., 7.4% of the precision and recall rate are both improved, compared with the conven-
tional GOP estimated from GMM-HMM. The NN-based LR classifier improves the equal precision-recall rate by 25% over the best
GOP based approach. It also outperforms the state-of-art Support Vector Machine (SVM) based classifier by 2.2% of equal preci-
sion-recall rate improvement. Our approaches also achieve similar results on a continuous read, L2 Mandarin language learning corpus.
© 2014 Elsevier B.V. All rights reserved.
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1. Introduction

The current globalization of people in regions of differ-
ent languages has accelerated the demand of foreign lan-
guage proficiency. For non-native language learners, the
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one-to-one teacher—student interaction and communica-
tion is the most effective way, but it can be too pricey
and unaffordable for many learners. Computer Aided Lan-
guage Learning (CALL) systems, powered by the advance-
ment of speech technology, can bridge the gap between
disproportional supply and demand in language learners
and teachers and have become ubiquitous learning tools
with handy smart phones, tablets, laptop computers, etc.
However, as an indispensable component of CALL system,
phone level mispronunciation detection, which aims at
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detecting or identifying pronunciation errors or deficiency
at the phone level in a high precision, is still challenging.
There are a great deal of research work on mispronun-
ciation detection. An in-depth review of automatic error
detection in pronunciation training is given by Witt
(2012), in which pronunciation errors are divided into
two types, i.e., phonemic error and prosodic error, and
the phonemic error is further categorized into many sub
error types. Features used for detecting the pronunciation
errors are mostly extracted from the output of an HMM
based speech recognizer. Kim et al. (1997) compare three
HMM based scores, e.g., log-likelihood score, log-posterior
probability score and segment duration score, in pronunci-
ation quality evaluation for some specific phones and find
log-posterior probability scores have the highest correla-
tion with human ratings. Besides this HMM based log-pos-
terior probability based method, Franco et al. (1999)
further adopt the Log-Likelihood Ratio (LLR) between
native-like and non-native models as the measure for mis-
pronunciation detection. The results show that LLR based
method has better overall performance than the posterior
based method, but it needs to be trained with specific exam-
ples of the target non-native user population. Witt and
Young (2000) introduce a Goodness Of Pronunciation
(GOP) method, a variation of the posterior probability,
for phone level pronunciation scoring. This GOP measure
is later widely used in pronunciation evaluation and mis-
pronunciation detection tasks. Some variations of GOP
measure are also proposed in the last decade. Zhang
et al. (2008) propose a Scaling Log-Posterior Probability
(SLPP) method for Mandarin mispronunciation detection
and achieve considerable performance improvement.
Wang and Lee (2012) also combine the GOP based method
with error pattern detectors for phone mispronunciation
diagnosis with a serial and parallel structure and find that
the serial structure can reduce the average error rate and
improve diagnosis feedback. To improve the scores gener-
ated by the traditional GMM-HMM based speech recog-
nizer, some discriminative training algorithms have been
applied, e.g. Maximum Mutual Information Estimation
(MMIE) (Bahl et al., 1986), Minimum Classification Error
(MCE) (Juang et al., 1997) and Minimum Phone Error
(MPE) and Minimum Word Error (MWE) (Povey and
Woodland, 2002). Yan and Gong (2011) introduce the dis-
criminatively refined acoustic models by MPE into pronun-
ciation proficiency evaluation. Qian et al. (2010) also
investigate using MWE-trained HMM models to minimize
mispronunciation detection errors for L2 English learners.
Mispronunciation detection can be formulated as a 2-
class classification task. Many classifier based approaches
are applied to mispronunciation detection to improve its
performance. Ito et al. (2005) use a decision tree based
method to set thresholds for different kinds of mispronun-
ciations and achieve a significant improvement, compared
with a universal threshold. Truong (2004) uses decision tree
and Linear Discriminant Analysis (LDA) to distinguish
different pronunciation errors of L2 learners of Dutch

based on some discriminative features, e.g., formants and
durations. A specific classifier is built for each mispronun-
ciation pattern. Experimental results show that the classi-
fier based approach has a good performance of detecting
vowel pronunciation errors but a poor performance of
detecting consonant pronunciation errors. It also shows
that LDA yields a better detection performance than deci-
sion tree. Strik et al. (2009) draw a comparison of four dif-
ferent approaches, i.e., GOP score, decision tree and LDA
with two kinds of features, acoustic—phonetic features and
Mel-Frequency Cepstrum Coefficients (MFCCs), in distin-
guishing two Dutch phones: the velar fricative/x/ and the
velar plosive/k/. The result shows that LDA based methods
outperform the GOP and decision tree based methods.
Doremalen et al. (2009) build a set of Support Vector
Machine (SVM) classifiers to detect substitution errors
for Dutch vowels and improve the performance by combin-
ing different features: confidence measures (Jiang, 2005),
phonetic features and MFCCs. Wei et al. (2009) also apply
SVM to classify the correct and incorrect pronunciations of
Mandarin syllables and improve the performance by
enhancing the discrimination of pronunciation variation
with Pronunciation Space Models (PSMs). Other research
work, which applies SVM as the underlying classifier for
mispronunciation detection in different scenarios, can be
found in (Jie and Xu, 2009; Xu et al., 2009; Yoon et al.,
2010; Hirabayashi and Nakagawa, 2010). Additionally, to
improve the accuracy of pronunciation error detection,
the knowledge of L1 (the native language), e.g. the set of
common pronunciation errors made by non-native speak-
ers, can be used to contrast L1-L2 phone confusion pairs
to build a more custom-made mispronunciation detection
system.

Recently, Deep Neural Network (DNN), which
attempts to model high-level abstractions in data, has sig-
nificantly improve the discrimination of acoustic models
in speech recognition (Hinton et al., 2012a). Transfer learn-
ing (Bengio et al., 2013), which can exploit commonalities
between different learning tasks in order to share statistical
strength, is successfully employed to multilingual speech
recognition (Huang et al., 2013). Application of using Deep
Belief Nets (DBN) to mispronunciation detection and diag-
nosis in L2 English has been tried by Qian et al. (2012), and
a significant improvement on word pronunciation relative
error rate was obtained on L1 (Cantonese)-dependent Eng-
lish learning corpus. We have used DNN trained acoustic
models for English pronunciation quality scoring. We find
the GOP scores estimated from DNN outputs correlate
better with human expert’s evaluations than conventional
GOP scores obtained from a conventional GMM based
system (Hu et al., 2013). We have also investigated different
pitch embedding methods in DNN acoustic model training
to further enhance the discrimination of acoustic models
and detect the pronunciation errors caused by misusing lex-
ical stress or lexical tone for L2 language learners (Hu
et al., 2014a). In this study, we focus on the detection of
phonemic error, i.e., phone-level mispronunciation. We
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