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a b s t r a c t

Methods to objectively evaluate performance are critical for model development. In contrast to recent
advances in wildfire simulation, there has been limited attention to evaluating fire model performance.
Information to validate fire models is typically limited, commonly to a few perimeter observations at a
small number of points in time. We review metrics for comparing two burnt areas at a point in time:
observed and predicted. These are compared in an idealised landscape and with a case study evaluating
the performance of simulations of an Australian wildfire. We assessed: Shape Deviation Index (SDI),
Jaccard's coefficient, F1, Sørensen's Similarity and Area Difference Index (ADI). For decomposing fit into
error components (overprediction and underprediction) we assessed the partial indices of SDI and ADI,
Precision and Recall. The various metrics were evaluated for their ability to represent error and their
suitability for use in model improvement frameworks.

© 2016 Elsevier Ltd. All rights reserved.

1. Introduction

Forest fires are a frequent event in parts of the world that have
hot, dry summers and cool wet winters. While the vegetation in
these areas is adapted to periodic disturbance, these fires regularly
cause losses of human life and property. The economic impacts of
catastrophic wildfires, such as the recent ‘megafires’ in Australia
(Cameron et al., 2009) and Greece (Pyne, 2008), can be substantial.
The Australian black Saturday fires of 2009 resulted in 173 deaths
and an estimated A$4 billion in damages (Teague et al., 2010). As a
consequence, land managers have been investing in technologies
that can provide a better picture of fire behaviour and subsequent
impacts. One such growing field has been the development of dy-
namic fire spread models; models designed to predict the spread of
fire across the landscape (Sullivan, 2009). A number of single
dimension ‘forward rate of spread’ (FROS) fire models were

developed throughout the 20th century, empirically fit against
experimental fires. These were extended into spatially and
temporally explicit fire simulators such as FARSITE (Finney, 2004),
PHOENIX RapidFire (Tolhurst et al., 2008) and Prometheus
(Tymstra et al., 2010). While these are being used by land managers
to predict the spread of wildfires, such fires are generally outside
the conditions under which the models were developed. Conse-
quently, they should be conditionally verified if their results are to
be relied upon (Jakeman et al., 2006).

A key part of any verification is the selection of basic perfor-
mance criteria (Bennett et al., 2013). FROS models are amenable to
this as they provide a single prediction that can be verified against
observations using direct value comparison (Bennett et al., 2013).
However, when FROS models are incorporated into simulation
models the outputs are complex as they represent an event driven
by temporally changing influences through heterogeneous land-
scapes. While the FROS models from which the simulation models
have been derived may have been experimentally verified, this
does not mean that the outputs of the derivative simulationmodels* Corresponding author.
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are necessarily valid e particularly as the simulation models must
predict the effects of changing conditions (in time and space) and
additional fire behaviour to forward spread (such as flanking
spread).

Additionally, as the simulation models are intended for pre-
dicting wildfires, they are almost invariably being applied under
hot and windy weather conditions that are outside the experi-
mental conditions under which their algorithms were developed.
For managers to understand the effectiveness of simulation models
for predicting wildfires, they need to be conditionally verified for
the conditions under which they are intended to be used. Assessing
model performance against real events is an important part of
addressing a core question of model evaluation ‘Does its behaviour
approximate well that observed in respect of the real thing?’ (Parker
et al., 2002).

One of the issues with evaluating the performance of
models for simulating wildfires is that such fires are rapid,
transient events that occur with little notice. When they occur in
populated areas managers are typically focussed on fire sup-
pression, human safety and asset protection. Consequently, there
is usually limited information describing the spread of fire
through time. Often, all that is available for model verification is
the final burnt area (Duff et al., 2014). While there may be limited
information available for any individual fire, if data from enough
fires are obtained, conclusions can be made about model per-
formance. To be able to do this, methods of the assessing model
performance solely from predicted and observed burnt areas are
necessary.

While there has been rapid development in fire spread simu-
lators, there has been limited attention to metrics for evaluating
model performance. In practice, most assessments have been
limited to broad subjective descriptions that cannot be easily
independently verified (Berjak and Hearne, 2002; de Vasconcelos
et al., 2002; Stratton, 2006; Johnston et al., 2008). Of the studies
into quantitative evaluation that have been done, the primary focus
has been on the ability of the models to correctly predict the area
burned in a fire by comparing contemporaneous predicted and
observed areas (Fujioka, 2002; Arca et al., 2005; Cui and Perera,
2010; Duff et al., 2012; Filippi et al., 2014; Kelso et al., 2015).
Despite this commonality in focus, there are no indices of perfor-
mance that are being consistently used.

To investigate potential indices for assessing overall
model performance (i.e. evaluating correspondence between
simulated and burnt areas), we compared a number of indices
using a ‘perfect world’ approach and a real-world case-study.
These are Jaccard's coefficient, Sørensen's similarity, the Shape
Deviation Index (SDI), the Area Difference Index (ADI) and F1.
Additionally, we evaluated the partial (i.e. those that can
discriminate overpredicted area and underpredicted area) met-
rics of SDI (SDIover and SDIunder) and ADI (ADIover and ADIunder) as
well as Precision (a measure of overprediction) and
Recall (a measure of underprediction). The indices are described
in more detail in the following section. The assessments were
done in the context of their suitability for assessing existing
models (rather than designing models) and consider the need for
indices that are robust, unbiased, and efficient and provide
acceptable discrimination of predictive performance (Jakeman
et al., 2006). Needs specific for fire analysis include that the
indices provide for the objective comparison of two fire affected
areas for the same point in time (predicted and observed), be
robust in the face of a wide range of fire shapes, locations and
spread patterns, and be suitable for use in systematic improve-
ment processes. We review the candidate indices for model
evaluation and provide some recommendations based on our
findings.

2. Methods

2.1. Technical background

Overall, single value performance metrics are valuable for the
rapid evaluation of predictions against observed burnt areas. While
they don't provide a high level of detail on the sources of error, they
can be valuable for verifying and comparing models by using a
number of case studies (Duff et al., 2012). We focus on single
metrics designed for comparing two burnt areas (intended to
represent a prediction and equivalent observation) at a point in
time. We do not evaluate temporally dynamic metrics e while
these are invaluable for model improvement, they require sub-
stantially more information.

For such evaluations, the fire affected (burnt) area is typically
the property of interest when comparing simulated fires (S) against
reference ‘real’ fires (F). It can be delineated spatially by closed
polygons indicating the perimeters of burnt area. When comparing
simulated and observed fire perimeters, there are three key prop-
erties that are recognised; the intersection area (I; the area com-
mon to both fires that would be considered correctly predicted), the
overpredicted area (OE; the area predicted to be impacted by S that
was not actually burned by F) and the underpredicted area (UE; The
area burnt by F but not encompassed in S). These are presented
schematically in Fig. 1.

Filippi et al. (2014) suggested a number of indices that are
potentially suitable for evaluations, including Jaccard's coefficient
(Jaccard, 1901) and Sørensen's similarity index (Sørensen, 1948).
Jaccard's coefficient (1) was designed as a metric for comparing
similarity between floral communities and is calculated as the ratio
of the intersection area (I) and the union of the fire shapes being
evaluated at time t (Jaccard, 1901).

Jaccard0s coefficientðtÞ ¼ IðtÞ
ðFðtÞ þ SðtÞÞ � I ðtÞÞ

¼ IðtÞ
ðIðtÞ þ UE ðtÞ þ IðtÞ þ OEðtÞÞ � IðtÞÞ

(1)

Sørensen's similarity (2) is very similarly structured to Jaccard's
coefficient, being a ratio of the intersection area and the sum of the
shapes being evaluated (Sørensen, 1948). As with Jaccard's coeffi-
cient, it was designed for floristic analysis.

Sørensen0s similarity ¼ 2 IðtÞ
ðFðtÞ þ SðtÞÞ

¼ 2 IðtÞ
ðIðtÞ þ UEðtÞ þ IðtÞ þ OEðtÞÞ (2)

Also suggested was the Kappa coefficient (Arca et al., 2005), the

I
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Fig. 1. Schematic representation of the relationships between a reference fire area (F)
and a simulated fire area (S). The features indicated are the intersection area of the
fires being compared (I), the area Fire metrics evaluated using SDI and ADI. F ¼ Test
fire, S ¼ Reference fire, OE ¼ Overestimate, UE ¼ Underestimate, I ¼ Intersection.
Reproduced from Cui and Perera (2010).
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