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a b s t r a c t

Simulation can be a very powerful tool to help decision making in many applications but exploring
multiple courses of actions can be time consuming. Numerous ranking and selection (R&S) procedures
have been developed to enhance the simulation efficiency of finding the best design. To further improve
efficiency, one approach is to incorporate information from across the domain into a regression equation.
However, the use of a regressionmetamodel also inherits some typical assumptions frommost regression
approaches, such as the assumption of an underlying quadratic function and the simulation noise is
homogeneous across the domain of interest. To extend the limitation while retaining the efficiency
benefit, we propose to partition the domain of interest such that in each partition the mean of the
underlying function is approximately quadratic. Our new method provides approximately optimal rules
for between andwithin partitions that determine the number of samples allocated to each design location.
The goal is to maximize the probability of correctly selecting the best design. Numerical experiments
demonstrate that our new approach can dramatically enhance efficiency over existing efficient R&S
methods.

© 2014 Elsevier Ltd. All rights reserved.

1. Introduction

Simulation optimization is a method to find a design consisting
of a combination of input decision variable values of a simulated
system that optimizes a particular output performance measure
of the system. We propose to investigate stochastic problems on a
discrete domain with a finite simulation budget consisting of runs
conducted sequentially on a single computer. To assess the perfor-
mance at a single design location on the domain, the uncertainty in
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the system performance measure requires multiple runs to obtain
a good estimate of the performance measure.

When presented with a relatively small number of designs in
the domain, the problem we consider is that of selecting the best
design from among the finite number of choices. Ranking and Se-
lection (R&S) procedures are statistical methods specifically devel-
oped to select the best design or a subset that contains the best
design from a set of k competing design alternatives. Rinott (1978)
developed two-stage procedures for selecting the best design or
a design that is very close to the best system. Many researchers
have extended this idea to more general R&S settings in conjunc-
tionwith newdevelopments (e.g., Bechhofer, Santner, &Goldsman,
1995).

To improve efficiency for R&S, several approaches have been ex-
plored for problems of selecting a single best design. Intuitively, to
ensure a high probability of correct selection (PCS) of the best de-
sign, a larger portion of the computing budget should be allocated
to those designs that are critical in the process of identifying the
best design. A key consequence is the use of both the means and
variances in the allocation procedures, rather than just the vari-
ances, as in Rinott (1978). Among examples of such approaches, the
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Optimal Computing Budget Allocation (OCBA) approach by Chen,
He, Fu, and Lee (2008), Chen, Lin, Yücesan, and Chick (2000), Lee
et al. (2010) and Lee, Pujowidianto, Li, Chen, and Yap (2012) is the
most relevant to this paper. OCBAmaximizes a simple heuristic ap-
proximation of the PCS. The approach by Chick and Inoue (2001)
estimates the PCS with Bayesian posterior distributions and allo-
cates further samples using decision-theory tools to maximize the
expected value of information in those samples. Branke, Chick, and
Schmidt (2007) provide a nice overview and extensive comparison
for some of relevant selection procedures.

Brantley, Lee, and Chen (2013) take an approach called opti-
mal simulation design (OSD) that is different thanmost R&Smeth-
ods by incorporating information from across the domain into a
regression equation. Morrice, Brantley, and Chen (2008) extended
the concepts from OSD to a method for selecting the best config-
uration based on a transient mean performance measure. Unlike
traditional R&S methods, this regression based approach requires
simulation of only a subset of the alternative design locations and
so the simulation efficiency can be dramatically enhanced. While
the use of a regression metamodel can dramatically enhance ef-
ficiency, the OSD method also inherits some typical assumptions
from most DOE approaches. It is assumed that there is an under-
lying quadratic function for the means and the simulation noise is
homogeneous across the domain of interest. Such assumptions are
common in some of the DOE literature but become a limit for sim-
ulation optimization.

Motivated by iterative search methods (e.g., Newton’s method
in nonlinear programming) which rely upon a quadratic assump-
tion only in a small local area of the search space during each it-
eration, we assume that we have several adjacent partitions and
that in each partition the mean of the underlying function is ap-
proximately quadratic. Thus, we can utilize the efficiency benefit
of a regression metamodel. From the perspective of simulation ef-
ficiency, we want to determine how to simulate each design point
in the different partitions so that the overall simulation efficiency
can be maximized.

Specifically, we want to determine (i) how much simulation
budget to allocate to each partition; (ii)which design points in each
partition must be simulated from the predetermined set of design
points; (iii) how many replications should we simulate for those
design points? This paper develops a Partitioning Optimal Simula-
tionDesign (POSD)method to address these issues. Numerical test-
ing demonstrates that partitioning the domain and then efficiently
allocating within the partitions can enhance simulation efficiency,
even compared with some existing efficient R&S methods such as
OCBA. By incorporating efficient allocations between the partitions
in addition to efficient allocation within the partitions, the POSD
method offers dramatic further improvements. As compared with
only efficiently allocating within each partition, the POSD method
offers an improvement over not only thewell-knownD-optimality
approach in DOE literature (by 70%–74% reduction) but also the
OSD method developed in Brantley et al. (2013) (by 55%–65% re-
duction). The rest of the paper is organized as follows. In Sec-
tion 2, we introduce the simulation optimization problem setting
and Bayesian framework. Section 3 develops an approximate PCS
while Section 4 provides heuristic approximations of the optimal
simulation allocations to maximize the approximate PCS. Numer-
ical experiments comparing the results using the new partitioned
OSD (POSD) method and other methods are provided in Section 5.
Finally, Section 6 provides the conclusions and suggestions for fu-
ture work using the concepts introduced here.

2. Problem setting and Bayesian framework

This paper explores a problem with the principal goal of
selecting the best of multiple alternative design locations. Without

loss of generality, we assume that we have m adjacent partitions
and that each partition has k design locations. We aim to find the
minimization problem shown below in (1)where the ‘‘best’’ design
location is the one with smallest expected performance measure

min
xhi

y(xhi) = E [f (xhi)] ;

xhi ∈ [x11, . . . , x1k, x21, . . . , x2k, xm1, . . . , xmk] . (1)

Addressinghow thedomain is partitioned is notwithin the scope of
this paper andwe assume this partitioning scheme is derived from
knowledge of the domain, through iterative refinement, or through
an optimal selection procedure such as multi-variate adaptive
regression splines (MARS) (Friedman, 1991).

In this paper, we consider that the expectation of the unknown
underlying function for each partition is quadratic or approxi-
mately quadratic in nature on the prescribed domain, i.e., for each
partition h,

y(xhi) = βh0 + βh1xhi + βh2x2hi. (2)

For ease of notation, we define βh = [βh0, βh1, βh2]. In (2), the pa-
rameters βh are unknown and we consider a common case where
y(xhi)must be estimated via simulation with noise. The simulation
output f (xhi) is independent from replication to replication such
that

f (xhi) = y(xhi)+ εh; i = 1, . . . , k, εh ∼ N(0, σ 2
h ). (3)

The parameters βh are unknown so y(xhi) are also unknown. How-
ever, we can estimate expected performance measure at xhi, that
we define as ŷ(xhi), by using a least squares estimate of the form
shown in (4) below where β̂h0, β̂h1, and β̂h2 are the least squares
parameter estimates for the corresponding parameters associated
with the constant, linear, and quadratic terms in (2).

ŷ(xhi) = β̂h0 + β̂h1xhi + β̂h2x2hi. (4)

In a similar manner, we define β̂h = [β̂h0, β̂h1, β̂h2]. In order to ob-
tain the least squares parameter estimates for each partition, we
take nh samples on any choice of xhi (on at least three design lo-
cations for each partition to avoid singular solutions). We assume
that these xhi are given beforehand and we can only take sam-
ples from these points. Given the nh samples, we define Fh as the
nh dimensional vector containing the replication output measures
f (xhi) and Xh as the nh × 3 matrix composed of rows consisting of
[1, xhi, x2hi] with each row corresponding to its respective entry of
f (xhi) in Fh. Using thematrix notation and a superscript t to indicate
the transpose of amatrix, for each partitionwe determine the least
squares estimate for the parameters βh whichminimize the sum of
the squares of the error terms (Fh − Xhβh)

t(Fh − Xhβh). As shown
in many regression texts, we obtain the least squares estimate for
the parameters as β̂h = (X t

hXh)
−1X t

hFh.
Our problem is to select the design location associated with the

smallest mean performance measure from among the mk design
locations within the constraint of a computing budget with only T
simulation replications. Given the least squares estimates for the
parameters, we can use (4) to estimate the expected performance
measure at each design location. We designate the design location
with the smallest estimated mean performance measure in each
partition as xhb so that ŷ(xhb) = mini ŷ(xhi) and designate xBb as
the design locationwith the smallest estimatedmean performance
measure across the entire domain so that ŷ(xBb) = minh ŷ(xhb).
Given the uncertainty of the estimate of the underlying function,
xBb is a random variable and we define Correct Selection as the
event where xBb is indeed the best location. We define Nhi as the
number of simulation replications conducted at design location
xhi. Since the simulation is expensive and the computing budget
is restricted, we seek to develop an allocation rule for each Nhi
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