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a b s t r a c t

Motivated by the problem of Quality of Service (QoS) provisioning, this paper investigates a system with
two classes of traffic and addresses the problem of dynamically controlling the buffer threshold usedwith
the threshold policy, such that an objective function is optimized. For the analysis, a Stochastic FluidModel
(SFM) is used to derive unbiased sensitivity estimators of variousmetrics (workload, loss, throughput and
packet expiration) with respect to the buffer threshold. These estimators are computed using information
obtained from the sample path of the ‘‘real’’ discrete event system. Thus, one can use these estimators
together with stochastic approximation techniques in order to maintain the system at a near-optimum
point despite any changes in the incoming traffic or the transmission capacity of the network.

© 2009 Elsevier Ltd. All rights reserved.

1. Introduction

In this paper we consider a node that serves two classes of
traffic, with different Quality of Service (QoS) requirements. An
example is a network that is required to support multimedia ap-
plications with real-time data such as MPEG video streams. In the
MPEG protocol, three different types of picture (video frame) are
used for video coding: I frames, which are complete images, and
P and B frames, which have additional information that improves
the image quality. Dropping or delaying an I frame has a signif-
icantly greater impact on the quality of the received video than
dropping or delaying a B or P frame. As a result, an application has
an incentive to mark its I frames as high priority and its B and P
frames as low priority traffic; if any node experiences congestion,
it will start dropping the low priority packets (B and P frames) and
thus I frames have a better chance to get through. In this paper,
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we assume that the source will voluntarily mark its packets; how-
ever, other marking approaches are also possible (see for exam-
ple Heinanen & Guérin, 1999).
In this paper, we assume that the buffer of any intermediate

node (router) uses the Threshold Policy (TP) to accept or reject
packets; the TP is described in detail in Section 2. Since in mul-
timedia applications it is often required that the order of the pack-
ets received is preserved, only First-In First-Out (FIFO) policies are
considered. Among this family of policies we adopted the TP, since
it better protects high priority packets than other FIFO policies
(e.g., pushout and limited RED policies) and it is very easy to im-
plement (Cidon, Guérin, & Khamisy, 1994). In addition, we assume
that packets have a time-to-live (TTL) field and thus a node does
not forward any expired packets.
In our approach, we adopt a Stochastic Fluid Model (SFM) and

derive Infinitesimal Perturbation Analysis (IPA) estimators Cassan-
dras and Lafortune (1999) (gradient estimators) of various per-
formance metrics of interest. These SFM-based estimators are
evaluated based on data observed from the ‘‘real’’ Discrete Event
System (DES) and are then used together with stochastic approxi-
mation techniques Kushner and Yin (1997) to perform on-line con-
trol of the threshold parameter of the TP. We emphasize that we
use SFMs only for control and optimization rather than performance
evaluation, and various studies have shown that such approximate
models are able to effectively determine the optimal solutions; for
example, see Cassandras, Wardi, Melamed, Sun, and Panayiotou
(2002) and references therein. Motivated by the approaches in
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Panayiotou and Cassandras (2001) and Panayiotou, Cassandras,
Sun, and Wardi (2004), our goal is to develop an algorithm to dy-
namically control the buffer of network nodes that support multi-
ple classes of trafficwith different QoS requirements. An important
advantage of the proposed methodology is that the gradient es-
timation process does not require any knowledge of the system’s
underlying stochastic processes; in other words, it is model free.
The contribution of this paper is that it derives the IPA sensitiv-

ity estimates of certain performance measures of interest with re-
spect to the threshold parameter for a network buffer that involves
two priority classes of traffic, and which limits network traffic by
discarding expired packets. A similar problem has been investi-
gated in Panayiotou et al. (2004) and Cassandras, Sun, Panayiotou,
and Wardi (2003), but only for nodes that forward all packets. We
point out that the introduction of packet expiration introduces a
significant complication when comparing the model of this paper
and the models in Panayiotou et al. (2004) and Cassandras et al.
(2003). Specifically, in this paper the system dynamics depend on
the state of the system x(·; ·), while Panayiotou et al. (2004) and
Cassandras et al. (2003) assume no such dependency. Another im-
portant distinction is that the derived sensitivities are no longer
piecewise constant functions. The authors of Yu and Cassandras
(2003) and Markou and Panayiotou (2005) consider a problem of
deriving IPA estimates for systemswhere the system dynamics de-
pend on the state of the system; however, they only consider the
single class case. Finally, this paper extends the results of Markou
and Panayiotou (2006) by providing all lemma and theorem proofs
as well as additional simulation results.

2. Systemmodel

We investigate a single node and assume that each source
marks its packets as high priority (HP) or lowpriority (LP). HP pack-
ets are always accepted. On the other hand, LP packets are accepted
only if the state of the buffer is below a threshold. All accepted
packets are served using a FIFO policy, though some packets may
be removed from the buffer and discarded before service if they
violate the predefined delay QoS requirements (e.g., they have ex-
pired). It is worth mentioning that this system is a Discrete Event
System (DES), in the sense that its operation is defined over a set of
discrete events (e.g., packet arrival/departure, packet expiration).
Moreover, the buffer state (the number of packets in the buffer)
can take only non-negative integer values.

2.1. The stochastic fluid modeling framework

Fig. 1 shows the SFM queuing equivalent of the node with two
distinct traffic streams of HP and LP packets (Cassandras et al.,
2003). In this context, we assume that αh(t) and αl(t) correspond
to the time-varying inflow processes of HP and LP traffic, respec-
tively. The process β(t) corresponds to the maximum service rate
(successful transmission rate). The buffer is assumed to have in-
finite capacity and admits all HP flows; thus no HP fluid will be
dropped due to buffer overflow. However, HP fluid can be dropped
due to expiration. On the other hand, LP flows are accepted only
when the buffer content x(t; θ) (queue length) is below a thresh-
old θ ; otherwise, the LP fluid is dropped. Using the SFM framework,
the TP works as follows:

• If 0 ≤ x(t; θ) < θ , all incoming flows are accepted.
• If x(t; θ) = θ , HP and some LP flows are accepted.1
• If x(t; θ) > θ , only HP flows are accepted.

1 Note that in a discrete event modeling framework if an LP packet arrives when
x(t; θ) = θ it will always be dropped.

Fig. 1. The SFM of a node’s buffer.

Based on the input processes αh(t), αl(t) and β(t) and the
threshold policy (TP), the following processes are derived: the
buffer workload x(t; θ), the node’s outflow δ(t; θ), the LP fluid
overflow γ (t; θ) and the fluid expiration σ(x; t; θ) due to unful-
filled QoS requirements. For the remainder of this paper, the buffer
threshold θ is the control parameter of interest. Next, wemake the
following assumption regarding the input processes.

Assumption 1. With probability 1, αh(t) < ∞, αl(t) < ∞ and
β(t) <∞ are piecewise constant functions.
Assumption 1 can be extended to arbitrary piecewise differ-

entiable functions but the piecewise constant assumption is used
for simplicity. Finally, all processes evolve in a given time horizon
[0, T ] for some fixed 0 < T <∞.

2.2. System dynamics

To ease the notation we also define A(t) = αh(t)+αl(t)−β(t)
and B(t) = αh(t)−β(t). The state dynamics of x(t; θ) are given by

dx(t; θ)
dt+

=


0, if x(t; θ) = 0 and A(t) ≤ 0
0, if x(t; θ) = θ and A(t)− σ(x; t; θ) > 0
and B(t)− σ(x; t; θ) < 0

B(t)− σ(x; t; θ), if x(t; θ) > θ
A(t)− σ(x; t; θ), otherwise.

(1)

It is worth pointing out that the system dynamics differ from those
in Cassandras et al. (2003) since they also depend on σ(x; t; θ)
(which is a function of x(t; θ)). In the real system, the packet
expiration will be determined by a time stamp on each packet and
will depend on the application’s requirements, the number of hops
a packet has to travel and the network conditions. For the fluid
model, we assume that σ(x; t; θ) = c · x(t; θ). (Note that this is a
good approximation when the packet arrivals are Poisson and the
expiration deadline of each packet is exponentially distributed. In
this case, since any packet can expire irrespective of its place in
the queue, the expiration process is equivalent to the birth–death
process of anM/M/m system and the rate which takes the system
from x to x− 1 is µx, where µ is the service rate.)

2.3. Notation and preliminaries

A typical sample path can be decomposed into two types of
alternating intervals: empty periods (EPs), duringwhich the system
is empty (x(t; θ) = 0) and non-empty periods (NEPs), during which
the system is non-empty (x(t; θ) > 0). Fig. 2 shows a typical NEP.
On the system sample path we identify the events where

(i) the buffer becomes or ceases to be empty, (ii) x(t; θ) hits the
threshold θ (either from above or below) and (iii) x(t; θ) becomes
(and stays) equal to θ or ceases being equal to θ . These events are
classified as exogenous in the sense that they do not depend on the
parameters of the system, or endogenous otherwise. For example,
the event buffer ceases to be empty (point v0 = ξ in Fig. 2) is
exogenous because it is caused by a sign change of A(t). Similarly,
the event buffer ceases to be equal to θ (points v2, v6, and v8)
is also exogenous. All other events are endogenous. Endogenous
and exogenous events are important when determining the event
time derivatives. Since exogenous events do not depend on the
parameters of the system, their event time derivative with respect
to θ , dvidθ = 0. On the other hand, in general, for endogenous events
dvi
dθ 6= 0.
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