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Abstract

We provide here an extension of Popov criterion, permitting to check exponential stability with prescribed decay rate (otherwise called
�-stability) of nonlinear delay systems with sector-bounded nonlinearities. As for the celebrated result, the main hypothesis is expressed
under a frequency form. For the delay-free case, the latter is equivalent to a linear matrix inequality, whose solution may be found by
widespread algorithms. ? 2002 Elsevier Science Ltd. All rights reserved.
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1. Introduction

Asymptotic stability of the controlled systems is usually
not su6cient, one also requires a minimal prescribed decay
rate. Results in this direction have been proposed for linear
delay systems, see Bourl7es (1987), Niculescu (1998) and
Wang and Wang (1996) and the references therein. Also, a
result has been obtained for nonlinear delay systems (Sun
& Hsieh, 1998). In the present paper, we provide such a
result for nonlinear %nite-dimensional or delay systems with
sector restricted nonlinearities.
We consider more precisely multivariable nonlinear con-

trol systems given by one of the following di>erential and
functional di>erential equations:

ẋ = Ax + Bu; x(0) = �∈Rn;

u=− (y); y = Cx; (1a)

ẋ =
L∑

l=0

Alx(t − hl) + Bu; x|[−h;0] = �∈C([− h; 0]);

u=− (y); y =
L∑

l=0

Clx(t − hl); (1b)
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where n; p; L∈N, x∈Rn, y∈Rp, A; Al ∈Rn×n, B∈Rn×p,

C; Cl ∈Rp×n, 06 h0 ¡: : :¡hL, h def= max{hl}. One de-
notes by H the matrix transfer function corresponding to
the system under study, namely:

H (s) = C(sI − A)−1B; (2a)

H (s) =

(
L∑

l=0

Cle−hls

)(
sI −

L∑
l=0

Ale−hls

)−1

B: (2b)

Let the nonlinearity  : R+ × Rp → Rp be time-
independent, decentralized (Khalil, 1992) (∀i∈{1; : : : ; p},
 i(y) =  i(yi)), and ful%l the following sector con-
dition:

∀y∈Rp;  (y)T( (y)− Ky)6 0; (3)

for a certain diagonal matrix K¿ 0 (the inequality is hence
also valid componentwise). By analogy with the concepts of
absolute and of �-stability (Niculescu, 1998; Sun & Hsieh,
1998) we de%ne:

De�nition 1. Let � be a nonnegative scalar. System (1a)
(resp. (1b)) is called absolutely stable with decay rate �
(or absolutely �-stable) if; for any global solution x;

lim
t→+∞

e�tx(t)
‖�‖ = 0;
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where the convergence is uniform w.r.t the initial condi-
tion � 
=0 and to the nonlinearity  ful%lling (3). Here;
‖ · ‖ denotes the euclidian norm in Rn (resp. the uniform
convergence norm in C([− h; 0];Rn)).

In the present note, some simple absolute �-stability
criteria are proposed. The presentation is uni%ed for both

%nite-dimensional and delay systems, of type (1a) and (1b),
respectively. Our main contribution is the following:

• A criterion for %nite-dimensional systems (1a) is pro-
vided (Theorem 2). It is expressed equivalently as a lin-
ear matrix inequality (LMI), a standard class of problems
for which sound numerical methods have been developed
(Boyd, El Ghaoui, Feron, & Balakrishnan, 1994), or un-
der frequency domain form.

• The previous frequency domain form of the criterion is
shown to be valid for delay systems (1b) too (Theorem
5). The results generalize Popov criterion, which is found
when taking � = 0. Notice that one may easily adapt the
results proposed herein to absolute �-stability for sys-
tems with time-varying nonlinearities, or to local stability
results, see Bliman (2000). More generally, the results
stated here could be applied to more general systems (e.g.
systems with distributed delays, integral systems), as it is
indeed the case for Popov criterion, see Halanay (1966),
Section 4.6. and Corduneanu (1972).

The case of %nite-dimensional systems is treated in Sec-
tion 2. The frequency domain criterion for delay systems
stability is stated in Section 3. Section 4 is a conclusion.
The issues of existence and uniqueness of the solutions are
not considered, as they have been extensively studied. In
all the sequel, it is assumed that there exist global solutions
of (1a) (resp. (1b)), that is, by de3nition: for all �∈Rn

(resp. for all �∈C([− h; 0];Rn)), there exists a continuous
function x de%ned on [0;+∞) (resp. on [ − h;+∞)), ab-
solutely continuous (AC) on [0;+∞), such that x(0) = �
(resp. x|[−h;0] = �) and (1a) (resp. (1b)) is ful%lled almost
everywhere on [0;+∞).

Notations. The abbreviation SPR is used for “strictly
positive real”. For z ∈R; one denotes by sgn z the sign

of z (sgn 0 = 1 or −1 indi>erently); and |z|+ def= sup{z; 0};
|z|− def= sup{−z; 0}. By convention; one extends the ac-
tion of any map acting on scalar or scalar-valued func-
tions to an operator acting on matrices or matrix-valued
functions; obtained by componentwise application. As an
example; for any diagonal matrix �; |�|± = sup{±�; 0} =
diag{sup{±�i; 0}}= diag{|�i|±}.

2. Finite-dimensional systems

Theorem 2. Assume that

(H) The nonlinearity  is measurable; decentralized and
there exists a diagonal matrixK def= diag{Ki}¿ 0 such
that (3) holds.

R def= R(P; �) =

(
ATP + PA+ 2�P + 2�CTK |�|+KC −PB+ CTK + ATCTK�

−BTP + KC + �KCA −2I − �KCB− BTCTK�

)
: (4)

Let �¿ 0; and � be a diagonal matrix inRp×p. The follow-
ing properties are equivalent; and imply absolute �-stability
of system (1a).

• There exists a symmetric de3nite positive matrix
P ∈Rn×n such that R(P; �) de3ned in (4) is de3nite
negative.

• The roots of det(sI −A) have real part smaller than −�;
and for H de3ned in (2a); the transfer

I + (I + �(s− �)I))KH (s− �)

− �HH(s− �)K |�|+KH (s− �) is SPR: (5)

Theorem 2 extends, for %nite-dimensional systems, the
usual form of the Popov criterion, obtained for � = 0. The
result of �-stability obtained for null Popov slope � consti-
tutes an extension of the circle criterion, and may be found
in Naumov and Tsypkin (1964). Given the sign of the com-
ponents of the diagonal matrix �, (4) is a linear matrix in-
equality in the two unknowns P, �.

Proof of Theorem 2. The following lemma plays central
role in the demonstration of Theorems 2 and 5.

Lemma 3. Let i∈{1; : : : ; p}; Yi : [0;+∞) → R be di6er-
entiable a.e. Then; for almost any T¿ 0;

d
dT

[
e2�T

∫ e−�TYi(T )

0
 i(z) dz

]

6 �KiY
2
i (T ) + e�T (Ẏi(T )− �Yi(T )) i(e−�TYi(T )):

Proof. The left-hand side being equal to 2�e2�T
∫ e−�TYi(T )
0

 i(z) dz + e�T (Ẏi(T )− �Yi(T )) i(e−�TYi(T )); bound the
integral term; using the fact that ∀z ∈R; ∫ z

0  i(z′) dz′6
1
2 Kiz2; due to sector condition.

• Assume %rst that �¿ 0. With the change of variables

X(t)def= e�t x(t), Y(t) def= e�ty(t), ’(t;Y) def= e�t (e−�tY),
(1a) is changed into the nonautonomous system

Ẋ = (�I + A)X(t)− B’(t;Y(t)); Y = CX: (6)
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