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a  b  s  t  r  a  c  t

In this  paper  we  propose  novel  distance  relay  algorithms  and  a new  test  methodology  for  assessing
the  security  and  dependability  of  protective  relay  operations.  The  proposed  algorithms  with  a  polygonal
operating  characteristic  are  based  on a time-domain  phase  comparator  and  compared  to  an  algorithm
based  on  discrete  Fourier  transformation  (DFT),  which  is  considered  as a classical  solution  in  this  area.

Algorithms  are  usually  tested  on  the  worst  case  scenarios  which  purpose  is  to  check  if the  algorithm
would  maloperate  under  some  conditions  and  this  kind  of  tests  is  necessary  considering  the enormous
economic  damage  in  case  of  power  system  blackouts.  However,  this  approach  is not  enough  for  compar-
ison  of different  algorithms  if each  of  them  passed  those  tests.  Every  comparison  based  on our  choice
of  the  test  cases  is in some  way  subjective  and  is not  enough  for assessment  of  security,  dependability
and  average  tripping  time.  In order  to avoid  a subjective  selection  of  the  simulation  parameters  we pro-
pose  a probabilistic  approach  where  the  real  frequency  of some  network  conditions  is considered  using
the  probability  density  functions  of  the  main  variables  measured  in a real  power  system.  The  security,
dependability  and the relay  tripping  time  are  evaluated  through  a few  thousand  fault  simulations  and
comparisons  of  the  algorithms  are  presented  in  the  paper.  The  proposed  testing  model  can  be adjusted
to any  transmission  network  if appropriate  data  is  available.

©  2014  Elsevier  B.V.  All  rights  reserved.

1. Introduction

Power transmission lines are exposed to various types of faults
and distance relays perform a vital role in their protection. In order
to detect the fault, the most distance relays estimate the fundamen-
tal frequency phasors using some of the well-known methods such
as the full cycle discrete Fourier transformation (FCDFT) [1], least
error squares (LES) [2] and discrete wavelet transformation (DWT)
[3]. Instead of the phasor-domain approach, there are also algo-
rithms that detect the fault in the time-domain, processing the raw
voltage and current samples without extracting their fundamental
harmonics. In [4–6], a time-domain algorithm based on a character-
istic of an electromechanical cylinder unit is introduced, while [7]
presents an algorithm that uses a simple phase comparator based
on the average power. Due to the simplicity, both algorithms imple-
ment a cross-polarized MHO  characteristic that is not able to detect
faults with high fault resistances.
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In order to achieve a better fault resistance coverage we devel-
oped novel distance relay algorithms with polygonal operating
characteristics based on the time-domain phase comparison prin-
ciple. Calculating the phase difference in the time-domain, we  are
able to detect the fault using a smaller number of mathematical
operations. In this paper three novel distance relay algorithms are
tested and compared to an algorithm based on the phasor-domain
approach with full-cycle DFT.

The Final Report of the August 14, 2003 blackout [8] concludes that
the cascading outage was triggered by the unwanted operation of
distance relays. The blackout affected more than 50 million people
and resulted in a total economic loss between $7 and $10 billion [9].
This is one of the reasons why  it is highly important for a protec-
tive relay system to operate when required (which is measured by
dependability) and not to operate incorrectly (which is measured
by security). Algorithms are usually tested in a classical determinis-
tic way, through changing some variables in simulation over a wide
range. By this approach it is possible to detect some of the worst
case scenarios and adjust the relay settings in order to avoid the
maloperation. The main weakness of this approach is that it is not
possible to compare different algorithms if each of them passed the
worst case scenarios. Every comparison based on our choice of the
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Fig. 1. (a) Z – plane representation of the polygonal operating characteristics, (b)
border angles of the time-domain phase comparator based on the average power.

test cases is in some way subjective, emphasizing some scenarios
that are rare in the real networks. The second problem is that secu-
rity and dependability are not exactly assessed despite being the
most important features of distance protections. The papers where
the dependability and security are assessed are rare [10–12].

We collected data from transmission systems in Bosnia and
Herzegovina, as well as Serbia and made a stochastic power system
model based on the measured probability density functions. Using
those data and running thousands of fault simulations it is possible
to calculate the exact values of security, dependability and the aver-
age tripping time as well as recommend the optimal distance relay
reach in R-direction. The proposed probabilistic testing methodol-
ogy enables a more objective comparison of the algorithms because
it avoids a subjective selection of the simulation parameters. The
probabilistic methodology is easily adjusted to any transmission
network subject to the availability of appropriate data. Many tests
with different relay reach settings are conducted to compare the
proposed algorithms to the phasor-domain algorithm based on the
full-cycle discrete Fourier transformation.

2. Distance relay algorithms based on the phase
comparison principle

It is convenient to display the operating characteristic for dis-
tance protection in the complex R–X plane (Fig. 1a). Distance relays
operate when measured impedance enters inside the operating
characteristic. Instead of calculating the impedance and checking if
it entered inside the operating characteristic, distance relays usu-
ally detect a fault by comparing phase angles of the appropriate
phasors V1 and V2 [13]. The phase comparison principle has been
well known for many years and is based on the following equations:

V1 = k1 · Ur + k2 · Ir (1)

V2 = k3 · Ur + k4 · Ir (2)

Phasors Ur and Ir are functions of the phase voltages and currents
on the protected transmission line. Those functions are dependent
on the type of fault according to Table 1. The fault is detected if the
phase difference between V1 and V2, labeled as ˛, is:

˚1 ≤  ̨ ≤ ˚2 (3)

Border angles ˚1 and ˚2, and coefficients k1–k4, determine the
shape of the operating characteristic. The common approach in
determining whether angle  ̨ meets the condition (3) is to calculate
phasors Ur, Ir, V1 and V2. In [7] is shown that the same result can be
obtained by using a simple phase comparator in the time domain.
Signals are compared using their raw samples, without calculating
phasors, which significantly decreases the computational burden.

Table 1
Inputs to a distance relay.

Type of fault Ur Ir

a–g Ua Ia + k0I0
b–g Ub Ib + k0I0
c–g Uc Ic + k0I0
a–b Ua − Ub Ia − Ib
b–c Ub − Uc Ib − Ic
c–a Uc − Ua Ic − Ia

a, b, c – phases; g – ground; k0 is a relay setting called residual compensation factor.

In [7], a circular operating characteristic is implemented due to
simplicity, however in practice, it is more common to make use of
a polygonal operating characteristic as it has better fault resistance
coverage. In the next section, we demonstrate how to implement a
polygonal operating characteristic in the time domain.

3. An optimal polygonal operating characteristic in the
time-domain

Operating characteristic OC1, shown in Fig. 1a, can be obtained
by using the next two  equations:

V1 = k1 · Ur + k2 · Ir = k1e−iˇ1 · Ur + k2e−iˇ2 · Ir (4)

V2 = k4 · Ir = k4e−iˇ4 · Ir (5)

The line impedance is shown as a solid line stretching from the ori-
gin to the point labeled ZL, and the angle of the line impedance is
labeled ϕL. We  set the relay reach by choosing b, while it is common
to set ı2 = 180◦, ı1 = ϕL. In order to achieve the operating character-
istic shown in Fig. 1a, five unknown parameters ˚1, ˚2, k1, k2, k4
have to satisfy the next three equations:

k2 = −b · k1 (6)

˚1 = ı2 + ˇ1 − ˇ4, (7)

˚2 = ı1 + ˇ1 − ˇ4 + 180◦. (8)

That means that we have freedom to choose two parameters, while
Eqs. (6)–(8) determine three. The main difference between the
time-domain approach and the phasor domain approach is that,
in the time-domain approach, values of the five parameters affect
the fault detection time. The main reason for that are arguments
of the complex numbers, k1, k2, k4. If we  write Eqs. (4) and (5) in
the time-domain, then arguments ˇ1, ˇ2 and ˇ4 present the time
delays labeled as N1, N2 and N4:

v1(n) = k1 · ur(n − N1) + ir(n − N2) (9)

v2(n) = k4ir(n − N4) (10)

Number n represents the nth sample, while Ni depends on m which
is the number of samples per fundamental cycle Tf:

Ni = ˇi

360◦ m. (11)

We have to choose Ni as an integer that is the closest to the value
obtained by Eq. (11).

Larger value Ni causes larger fault detection time, because the
algorithm does not use the latest signal samples. This is the rea-
son why it is important to choose optimal values of k1, k2 and k4.
In order to get minimal time delays the first rule is choosing the
coefficients with minimal arguments ˇi. The best choice is zero, but
180◦ also does not cause any time delay because it can be obtained
by multiplying the coefficient by −1. If the nonzero values ˇi are
inevitable, then we choose a larger ˇ1 than ˇ2 and ˇ4. The reason
is that the time shift in the current signal has a larger impact on
the fault detection time, since the rate of change in currents, at the
moment of a fault, is larger than the change in voltages.
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