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a  b  s  t  r  a  c  t

Fourier  based  methods  are  still  popular  for calculating  power  quality  indices  (PQIs)  in  the  technical  com-
munity  such  as  IEC  and  IEEE.  They  are  robust  towards  noise  and  can be calculated  efficiently  using the  fast
Fourier  transform  (FFT)  method.  IEEE  Std  1459-2010  provides  formulations  for  calculating  important  PQI
for single  and  three  phase  systems.  The  aim  of this  paper  is to present  the  theory  for  estimating  PQIs  using
the  Welch  spectral  and  cross  spectral  analysis  techniques,  and  show  experimentally  the  accuracy  of  the
proposed  methods  when  calculating  the PQIs.  Further  it  provides  a  comparison  on  the  windowing  tech-
niques (WTs)  that  accompany  the  PQI  estimations  when  using  FFT  based  methods.  This  information  has
not been  documented  extensively  in  the  technical  literature  when  trying  to calculate  the  PQI  as  specified
by  IEEE  Std  1459-2010.  Further  we present  a virtual  instrument  (VI)  with  a  Kalman  filter  (KF)  to  estimate
the  PQIs.  The  KF  is  used  to  reduce  the  variance  in measurements  for  the  PQI  estimation.  We  also  compare
experimentally  the  accuracy  of  the  VI  without  the  KF  with  the  VI  using  the  KF.  Specifically  we  propose
good  and bad  WTs  to estimate  such  PQIs.

© 2011 Elsevier B.V. All rights reserved.

1. Introduction

Power quality (PQ) has become a more important issue recently
due to the use of more sophisticated and sensitive equipment.
Medical devices, telecommunication servers and equipment, man-
ufacturing and domestic appliances rely on a good supply of
power. These equipments are sensitive to sags or swells and
frequency changes. The existence of harmonics can reduce the
life expectancy of many types of equipment and can cause over
heating in transformers. Including to this, protection and man-
agement systems require a good estimation of the PQ in different
parts of a power system (PS) in order to rectify the problem.
Due to the importance of quantifying PQ events, standards such
as IEEE Std 1459-2010 [1] have been introduced with defini-
tions for calculating various power quality indices (PQIs) for the
manufacturers of PQI meters. This standard provides definitions
for calculating PQ under single phase and three phase systems,
further it provides definitions for calculating PQ under sinu-
soidal and non-sinusoidal conditions. Specific PQ definitions are
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provided in Section 3. Further other standards in IEEE and IEC
provide useful limits and benchmarks for PQ meters [2–8]. Specif-
ically IEC and the equivalent Australian version of them (AS/NZS)
61000.3.2, 61000.3.12 and 61000.3.4 [4–6] describe limits for har-
monic emission from equipment. They are intended for electricity
equipment manufacturers and users of these equipments who
intend to connect these equipments to the electricity network.
These standards cover equipment with current rating of 16 A,
greater than 16 A and less than 75 A and greater than 75 A, respec-
tively.

Many sources exist for PQ problems. For example the increasing
use of power switching devices such as laptops, monitors, personal
computers and laser printers cause harmonic pollution in a low
voltage grid [9–11]. These loads might cause heating on transform-
ers. An interesting case study was  provided in [9] which studied
the harmonic pollution impact of connecting 30 main frame com-
puters and typical office equipment to the power network. Also
electric arc furnaces can cause many PQ issues in the PS, among
them they cause harmonics in the electricity distribution network
at the point of common coupling (PCC) [12]. Sags or swells are caused
by fault conditions in the PS, energizing of transformers and switch-
ing events of equipment such as capacitor banks. Other sudden
events in the PS can also cause sags [13,14]. Finally phase and mag-
nitude imbalances can occur due to single-phase conditioning or
load unbalance [15].

0378-7796/$ – see front matter ©  2011 Elsevier B.V. All rights reserved.
doi:10.1016/j.epsr.2011.10.017

dx.doi.org/10.1016/j.epsr.2011.10.017
http://www.sciencedirect.com/science/journal/03787796
http://www.elsevier.com/locate/epsr
mailto:re.zolfaghari@gmail.com
mailto:reza.zolfaghari@sydney.edu.au
mailto:yash.shrivastava@sydney.edu.au
mailto:vassilios.agelidis@unsw.edu.au
dx.doi.org/10.1016/j.epsr.2011.10.017


R. Zolfaghari et al. / Electric Power Systems Research 84 (2012) 128– 134 129

The Fourier based technique, discrete Fourier transform (DFT) and
its accompanying fast Fourier transform (FFT) method are still very
popular in the PS technical literature [16,17] and standards [2].
Further harmonic analysis is central to PQ estimations discussed
in this paper. In [18] (Section 4.6), FFT based methods have been
found to be more suitable than other methods such as the discrete
wavelet transform for harmonic analysis. Including to the above
their popularity is also due to their efficient computation and fur-
ther robustness towards noise. For example [19] studies detection
of transients in the PS using FFT, while [17,20,21] focus on detecting
inter-harmonics and [17,22,23] use FFT based methods to calculate
the harmonics present in a PS.

Windowing techniques (WTs) have accompanied the FFT tech-
nique since its inception. Many kinds of WTs  have been proposed
in the technical literature [16,24–26],  but not all are suitable for the
purpose of calculating the PQIs. Many windows suffer from a wide
main lobe [16,24] and others have problems with peak side lobe
levels such as the rectangular window (RW). Good windows for PQI
estimation require further investigation.

It is understood that a drawback to the FFT based methods is that
they suffer from leakage and picket fencing problems [27]. How-
ever, methods have been proposed in the technical literature to
improve this problem [20,21,28–30]. Further it is well known that
the main source of pollution in a PS are harmonics, and with the
window length suggested in the IEC standard [2] the use of FFT
methods once again becomes promising and further feasible for
PQI analysis.

This said the use of the Welch method of spectral analysis and
cross spectral analysis (WSA–WCSA) which uses the FFT method
in its calculations applied to estimating the PQIs defined in the
IEEE Std 1459-2010 is relatively new [29,30].  Further the techni-
cal literature available on WTs  used in WSA–WCSA and applied
to estimating the PQIs in general and specifically the PQIs in IEEE
Std 1459-2010 also requires more investigation. The authors of this
document presented two VIs in [29,30] based on WSA–WCSA meth-
ods for calculating some PQI in IEEE Std 1459-2010. This paper
enhances the work given in [29,30] by comparing a larger number
of windows both classical, such as Bartlett and Hamming compared
to [29,30] and also it includes more recent windows used in [25]
and referred in [16]. Further a new VI is proposed compared to the
VI in [30]. The new VI contains a new module with a tunable Kalman
filter (KF) and a forgetting factor (FF) to smooth the PQI instead of
the harmonic and phase angle components as it was presented in
[30–32].

To summarize the aim of this paper is to show the accuracy of the
WSA–WCSA method in practice for calculating the PQIs defined by
IEEE Std 1459-2010. Also it introduces and shows the effectiveness
of the KF with the FF in smoothing the estimated PQIs. Finally it
tries to distinguish suitable and unsuitable WTs  for the purpose of
PQI estimation.

The organization of this paper would be as follows: in Section 2
we present the signal processing techniques required for estimat-
ing the PQIs like WSA–WCSA, WT  and Kalman filtering with a FF.
Section 3 provides some explanation on the most important PQIs in
IEEE Std 1459-2010 which is also used in the experiments. Section
4 explains how our VIs are designed and operate. Section 5 details
the experiment setup and Section 6 provides key points understood
from the experiment. Finally a conclusion is given in Section 7.

2. Signal processing techniques

2.1. Welch method of spectral and cross spectral analysis

The WSA  and WCSA are used for estimating the spectral con-
tent in a signal. They are similar to the popular short time Fourier

transform (STFT). To begin lets define two signals va and ia with a
Fourier decomposition of:

va(t) =
∞∑

h=1

√
2 Vah sin(hω0t + �ah) (1)

ia(t) =
∞∑

h=1

√
2 Iah sin(hω0t + �ah) (2)

The STFT [29,30] of the signal va is given by:

STFTva [m, k] =
m+L∑

l=m−L

w[l  − m]va[l]e−j(2�kl/N), N = 2L + 1 (3)

The index k can take values in the range k = 0, 1, . . . , N − 1 and
describes the signal spectrum. It provides an estimate of the spec-
trum of the underlying continuous time signal at frequencies
kfs/N Hz where fs is the sampling frequency. Due to symmetry only
half the coefficients are unique and the signal spectrum can be esti-
mated only to half the sampling frequency. The N-point windowing
function w[l] is symmetric around l = 0, and with the exception
of the rectangular and Hamming window they gradually decay to
zero in the range l = −L, . . . , L. As the index l = m corresponds to
the center point of the window, the signal spectrum is estimated
around time m and thus localizes the time information. For RW
(which has w[l] = 1 for l = −L, . . . , L) and m = L, the above compu-
tations are identical to the N-point discrete Fourier transform (DFT)
computations. In our analysis we  will consider non-overlapping
windows, i.e. m = L, N + L, 2N + L, . . ..  WSA  is an extension to STFT.
The WSA  of va using the window w can be written as:

PWelch
va

[d, k] = 1
NMU

M−1∑
n=0

∣∣∣∣∣∣
(Md+n)N+2L∑
l=(Md+n)N

w[l  − (nN + L)]va[l]e−j(2�kl/N)

∣∣∣∣∣∣
2

(4)

where U is the normalization factor for the window w and is given
by:

U = 1
N

L∑
l=−L

w2[l] (5)

As before the index k can take values in the range k =
0, 1, . . . , N − 1 and describes the signal spectrum. Further M is the
number of segments that we  average the spectrum. For example if
M = 2 we  calculate the spectrum over each of the two segments and
add them and then divide by 2 (hence averaging). The index d is
an integer describing the start of the data interval over which the
computations are performed and the interval starts at time dNM.
For example for d = 0 the data points at times 0, 1, . . . , NM − 1 are
used for spectrum computations and while it is possible to change
the formulation to allow overlap between the segments such a
possibility is not pursued in this paper. Like the STFT, due to sym-
metry, only half the coefficients are unique and the signal spectrum
can be estimated only to half the sampling frequency. The N-point
windowing function w[l] is symmetric around l = 0, and with the
exception of the rectangular and Hamming window they gradually
decay to zero in the range l = −L, . . . , L. As the index l = m cor-
responds to the center point of the window, the signal spectrum
is estimated around time m and thus localizes the time informa-
tion. In our analysis we  will consider non-overlapping windows, i.e.
m = L, N + L, 2N + L, . . ..  In summary (4) segments the signal into
M pieces, multiplies each segment by a given window (explained
later), calculates the spectrum for each segment and averages
them.
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