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Abstract: This study is mainly concerned with the problem of robust stabilization of neural
networks with two additive time-varying delays via Wirtinger-based double integral inequality.
The main purpose of this paper is to design a memoryless state feedback controller which
ensuring that the global asymptotic stability of closed loop system. By constructing a suitable
Lyapunov-Krosovskii functionals, utilizing Wirtinger-based double integral inequality, the
sufficient criteria are derived in terms of linear matrix inequalities technique which ensuring the
global asymptotic stability of the proposed neural networks with norm bounded uncertainties.
The desired controllers can be calculated by solving the linear matrix inequalities with the help
of some standard numerical packages. Finally, the numerical examples are given to demonstrate
the effectiveness of the theoretical results.
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1. INTRODUCTION

In the past few decades, neural networks have been widely
studied due to their successful applications in various fields
such as power systems (Beaufays et al. (1994)), pattern
recognition (Galicki et al. (1997)), smart antenna arrays
(Rawat et al. (2012)) and so on. On the other hand,
time delay is a common phenomenon that often occur
in neural networks and the existence of time delay can
cause system’s instability and sometimes degrade system’s
performance. Since stability is an important property of
the dynamical systems. During the transmission process,
signal must go through various nodes which may cause
time delay with some different characteristics in practical
applications. As a result, time delay is no longer in a single
or simple form. Based on this, a new model for neural
networks with two additive time-varying delays has been
proposed in Wang et al. (2014).

As is well known that, due to environmental noise, uncer-
tain or slowly varying parameters, it is very difficult to ob-
tain an exact mathematical model. Therefore, it is an im-
portant to ensure that the model is stable with respect to
the uncertainties and the robust stability analysis of neu-
ral networks has gained much research attention. In this
regard, many researchers have focused on stability and sta-
bilization issues of delayed neural networks with existence
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of uncertain parameters (see, e.g.,Lakshmanan et al.
(2013),Y ang et al. (2009),Zhang et al. (2013, a)).

To solve the stability issue, some effective controllers have
been designed to stabilize the states of the dynamical sys-
tems. In particular, study of stabilization problem for dif-
ferent kinds of delayed neural networks have become an ac-
tive research topics. As an example, Huang et al. (2013),
the authors discussed the exponential stabilization of de-
layed recurrent neural networks based on state estima-
tion approach. Rakkiyappan et al. (2015), proposed the
stochastic sample data control for the stabilization prob-
lem of delayed neural networks.

Motivated by the above discussion, in this paper the
problem of robust stabilization of neural networks with
two additive time-varying delays is considered under the
memoryless state feedback controller design. From the
existing literature, many authors have derived the stability
criteria through the Jensen’s inequality, free weighting
matrices method and some integral inequalities (for ex-
ample, Sun et al. (2010), Song et al. (2015), Gu (2000)).
Jensen’s integral inequality approach is important one,
which was first introduced by Gu (2000) for stability
analysis of time-delay systems. Based on this paper, the
authors Ramakrishnan et al. (2011), Sun et al. (2010),
are further extended the Jensen’s integral inequality to
some new forms and the authors also studied the stability
problems of discrete time systems with time-varying de-
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1. INTRODUCTION

In the past few decades, neural networks have been widely
studied due to their successful applications in various fields
such as power systems (Beaufays et al. (1994)), pattern
recognition (Galicki et al. (1997)), smart antenna arrays
(Rawat et al. (2012)) and so on. On the other hand,
time delay is a common phenomenon that often occur
in neural networks and the existence of time delay can
cause system’s instability and sometimes degrade system’s
performance. Since stability is an important property of
the dynamical systems. During the transmission process,
signal must go through various nodes which may cause
time delay with some different characteristics in practical
applications. As a result, time delay is no longer in a single
or simple form. Based on this, a new model for neural
networks with two additive time-varying delays has been
proposed in Wang et al. (2014).

As is well known that, due to environmental noise, uncer-
tain or slowly varying parameters, it is very difficult to ob-
tain an exact mathematical model. Therefore, it is an im-
portant to ensure that the model is stable with respect to
the uncertainties and the robust stability analysis of neu-
ral networks has gained much research attention. In this
regard, many researchers have focused on stability and sta-
bilization issues of delayed neural networks with existence
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been designed to stabilize the states of the dynamical sys-
tems. In particular, study of stabilization problem for dif-
ferent kinds of delayed neural networks have become an ac-
tive research topics. As an example, Huang et al. (2013),
the authors discussed the exponential stabilization of de-
layed recurrent neural networks based on state estima-
tion approach. Rakkiyappan et al. (2015), proposed the
stochastic sample data control for the stabilization prob-
lem of delayed neural networks.

Motivated by the above discussion, in this paper the
problem of robust stabilization of neural networks with
two additive time-varying delays is considered under the
memoryless state feedback controller design. From the
existing literature, many authors have derived the stability
criteria through the Jensen’s inequality, free weighting
matrices method and some integral inequalities (for ex-
ample, Sun et al. (2010), Song et al. (2015), Gu (2000)).
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lays, linear systems with time-varying delays respectively.
Moreover, Song et al. (2015) deals with a new method-
ology of robust state feedback fuzzy controller based on
free weighting matrix method for a class of uncertain
Markovian jump nonlinear systems. However, to the best
of our knowledge, up to now there is no results on the
robust stabilization problem of uncertain neural networks
with two additive time-varying delays using the Wirtinger-
based double integral inequality.

Notations: Throughout this paper, Rn and Rn×n denote
the n-dimensional Euclidean vector space and the set of all
n×n real matrices, respectively. The superscript T denotes
the transposition and the notation X ≥ Y (similarly,
X > Y ), where X and Y are symmetric matrices, means
that X − Y is positive semi-definite (similarly, positive
definite). The notation ∗ always denotes the symmetric
term in a matrix. xt := {x(t + s) : s ∈ [−h, 0]}. The
notation diag{. . .} stands for a block-diagonal matrix.

2. PROBLEM FORMULATION AND
PRELIMINARIES

In this paper, we consider the uncertain neural networks
with additive time-varying delays as follows:

{
ẋ(t) = −(A+∆A(t))x(t) + (B +∆B(t))f(x(t))

+(C +∆C(t))f(x(t− h1(t)− h2(t))) +Du(t),
x(t) = φ(t), t ∈ [−h, 0],

(1)

where x(t) = [x1(t), x2(t), · · · , xn(t)]
T ∈ Rn is the neu-

ron state vectors, A = diag{ai} with ai > 0, (i =
1, 2, · · ·n). B, C ∈ Rn×n are the connection weight
matrix and delayed connection weight matrix respectively.
D ∈ Rn×n is the control input matrix. f(x(t)) =
[f1(x1(t)), f2(x2(t)), · · · , fn(xn(t))]

T ∈ Rn denotes the
neuron activation functions. The initial condition φ(t)
is a continuous and differentiable vector-valued function,
where t ∈ [−h, 0]. In addition, we address the uncertainty,
suppose that matrices A, B, C have parameter perturba-
tions ∆A(t), ∆B(t), ∆C(t), which are of the form

[∆A(t) ∆B(t) ∆C(t) ] = LM(t) [Na Nb Nc ] .

Here L, Na, Nb, Nc are known real constant matrices of
appropriate dimensions with an unknown time-varying
matrix M(t) ∈ Ri×j with Lebesque measurable elements
and satisfying MT (t)M(t) ≤ I, where I denotes the
identity matrix of appropriate dimension. The following
assumption are adopted throughout this paper.

Hypothesis 1. The delays h1(t), h2(t) represents the time
varying continuous function and satisfy: 0 ≤ h1(t) ≤
h1, ḣ1(t) ≤ µ1, 0 ≤ h2(t) ≤ h2, ḣ2(t) ≤ µ2,
where h1, h2 and µ1, µ2 are constants. We denote h(t) =
h1(t) + h2(t), h = h1 + h2.

Hypothesis 2. Each neuron activation function fi(·) in (1)
satisfies the following condition:

k−i ≤ fi(α1)− fi(β2)

α− β
≤ k+i , i = 1, 2, . . . , n, ∀α, β ∈ R,

α �= β, where k−i , k+i ≥ 0, fi(0) = 0.

Define the following control law to tackle the robust
stabilization problem:

u(t) = Kx(t),

where K is the controller gain matrix. The system (1) can
be rewritten in this form:

ẋ(t) = −(A+∆A(t))x(t) + (B +∆B(t))f(x(t))
+(C +∆C(t))f(x(t− h1(t)− h2(t)) +DKx(t).

(2)

Thus, to prove the system (2) is robust globally asymptot-
ically stable.

Lemma 3. [Seuret et al. (2013)](Wirtinger based
integral inequality): For any constant matrix M > 0,
the following inequality holds for all continuously differen-
tiable function φ in [a, b] → Rn;

(b− a)

∫ b

a

φ(s)Mφ(s)ds ≥

(∫ b

a

φ(s)ds

)T

M

(∫ b

a

φ(s)ds

)

+ 3ΘTMΘ

where Θ =

∫ b

a

φ(s)ds− 2

b− a

∫ b

a

∫ s

a

φ(u)duds.

Lemma 4. [Kwon et al. (2015)](Wirtinger based
double integral inequality): For any constant matrix
M > 0, the following inequality holds for all continuously
differentiable function φ in [a, b] → Rn;

(b− a)2

2

∫ b

a

∫ b

s

xT (u)Mx(u)duds ≥

(∫ b

a

∫ b

s

x(u)duds

)T

×M

(∫ b

a

∫ b

s

xT (u)Mx(u)duds

)
+ 2ΘT

d MΘd

Θd = −
∫ b

a

∫ b

s

x(u)duds+
3

b− a

∫ b

a

∫ b

s

∫ b

u

x(u)dvduds.

Lemma 5. [Yang et al. (2009)] Let M, N and F be
matrices of appropriate dimensions, and FTF ≤ I, then
for any scalar ε > 0,

MFN +NTFTMT ≤ εMMT + ε−1NTN.

3. MAIN RESULTS

In this section, we investigate the globally asymptotic
stability of uncertain neural networks with two additive
time-varying delays described by the system (2).

Theorem 6. For given positive scalars h1, h2, µ1 and
µ2, ε1, ε2, ε3, the system (2) is globally asymptotically
stable if there exist positive definite symmetric matrices
P, X, Qm, Rm (m = 1, 2 · · · , 4), Y = diag(y11, y12, · · · ,
y1n) > 0, such that the following linear matrix inequalities
hold:

Φ1 =

[
Ω ζ
∗ Ψ

]
< 0, (3)

where Ω = ΩT = (Ωi,j)13×13, ζ = (ζi,j)13×3 and Ψ =
(Ψi,j)3×3 with Ω1,1 = −2PA + 2DX + ε1NaN

T
a + Q1 +

Q3 + h2
1R1 + h2R2 − 2K−Y K+ +

(
h2
1

2

)2

R3 +
(

h2
2

2

)2

R4,

Ω1,4 = PB + K−Y + K+Y , Ω1,6 = PC, Ω2,2 = −(1 −
µ1)Q1, Ω3,3 = −Q3, Ω4,4 = −2Y + Q2 + Q4 + ε2N

T
b Nb,

Ω5,5 = −Q4, Ω6,6 = −(1−µ2)Q2+ε3N
T
c Nc, Ω7,7 = −4R1,

Ω7,9 = 6
h1
R1, Ω8,8 = −4R2, Ω8,11 = 6

hR2, Ω9,9 = −12
h2
1
R1−

3R3, Ω9,12 = 6
h1
R3, Ω10,10 = −3R4, Ω10,13 = 6

h2
R4,
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