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a b s t r a c t

By the theory of linear differential equations, a system described by a chain of integrators with a
linear feedback is globally asymptotically stable if and only if the characteristic polynomial is Hurwitz,
which implies that all the coefficients in the linear feedback equation are negative. However, negative
coefficients may not guarantee the local asymptotic stability of the linear system. In this paper, we reveal
that, by monotonizing the powers of the integrators, the strict negativity of the feedback coefficients is
not only necessary but also sufficient for the local asymptotic stability of the system. A dual result is also
obtained for the dual power integrator systems.

© 2018 Elsevier Ltd. All rights reserved.

1. Introduction

In this paper, we are interested in stability analysis of a class of
nonlinear systems described by

ẋi = xpii+1, i = 1, 2, . . . , n−1,
ẋn = (−k1x1 − k2x2 − · · · − knxn)pn ,

(1)

where x = (x1, x2, . . . , xn) ∈ ℜ
n is the state vector, pi ∈ ℜ is a

ratio of positive odd integers not less than one, and ki ∈ ℜ is a
constant, for i = 1, 2, . . . , n. System (1) is a special case of the
so-called p-normal form to which some nonlinear control systems
can be equivalently transformed under certain conditions (Cheng
& Lin, 2003; Respondek, 2003). When pi = 1, i = 1, . . . , n,
system (1) becomes a linear system whose stability analysis has
beenwell-studied. In fact, it is known that the linear system ẋ = Ax
is globally asymptotically stable if and only if the characteristic
polynomial det(λI − A) is Hurwitz, i.e. all the poles of the system
have only negative real parts. For example, the following linear
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system described by a chain of integrators with a linear feedback{
ẋ1 = x2, ẋ2 = x3,
ẋ3 = −k1x1 − k2x2 − k3x3

(2)

is globally asymptotically stable if and only if the polynomial
p(λ) = λ3

+k3λ2
+k2λ+k1 is Hurwitz, that is, the real part of every

root of p(λ) is negative. Criteria for being a Hurwitz polynomial
were proposed on the selection of ki’s by Routh and Hurwitz
independently (Bennett, 1979; Hurwitz, 1895; Routh, 1877).

For nonlinear systems, Lyapunov’s first method (Lyapunov,
1892), also called linearization method, is one of the common
methods to study stability. It shows that if the linearized system
is globally asymptotically stable, i.e., every pole has a negative
real part, the nonlinear system is locally asymptotically stable.
Moreover, if the linearized systemhas a polewith a strictly positive
real part, the nonlinear system is unstable. It is worth noting that, if
the linearized system has no poles with strictly positive real parts
but has poles lying on the imaginary axis, no conclusion can be
drawn about the original nonlinear system. This kind of nonlinear
systems are known as critical cases, and system (1) falls in this
category whenever there exists pi > 1.

Reduction Principle based onCenterManifold Theorem (Isidori,
1995; Pliss, 1964) is an important tool for the critical case, but it
requires that the linearized system has a pole with a negative real
part. In this case, the stability problem of the original nonlinear
system can be reduced to that of a lower-dimensional system. For
example, the stability analysis of (1) with pn = 1 and kn > 0
can be reduced to that of an (n − 1)-dimensional systems. But
the stability problem of the lower-dimensional system is still not
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easily solvable. In addition, when pi > 1 for all i, the Reduction
Principle fails. In this case, the most effective method is the Lya-
punov’s second or direct method, as well as its extension known as
Barbashin–Krasovskii–LaSalle Principle (Barbashin & Krasovskii,
1952; LaSalle, 1960; Arsie & Ebenbauer, 2010).

For Lyapunov’s second method, the crux of stability analysis
is seeking a suitable Lyapunov function. For nonlinear control
systems in the p-normal form, the technique of adding a power
integrator (AAPI) was proposed in Lin andQian (2000) to construct
Lyapunov functions and design high-gain nonlinear feedback con-
trollers. AAPI technique has been widely applied to many control
systems (Ding & Zheng, 2016; Qian & Lin, 2001; Sun, Li, & Yang,
2016; Sun, Xue, & Zhang, 2015; Zhai & Fei, 2011). However, due
to its domination nature, the nonlinear controllers designed by
the AAPI technique lead to very large control parameters which
increase significantly along with the dimension of the controlled
system and consequently cause implementation issues in practice.
Compared with nonlinear feedback, linear feedback has simple
controller structure that can be easily implemented by means of
usual engineering devices. Using a linear feedback to stabilize a
nonlinear system has been investigated in many contributions
such as (Fu & Abed, 1993; Tsinias, 1991). For a chain of power
integrators with linear feedback such as the simple example{
ẋ1 = x52, ẋ2 = x33,
ẋ3 = −k1x1 − k2x2 − k3x3,

(3)

a natural question is what is the sufficient condition on the feed-
back gains for the local asymptotic stability of (3). Another inter-
esting question is if it is necessary for the local asymptotic stability
of (3) to require the polynomial p(λ) = λ3

+ k3λ2
+ k2λ + k1 to be

Hurwitz.
In this paper, based on the idea of homogeneity with monotone

degrees (Polendo & Qian, 2008; Su, Qian, & Shen, 2017), we will
tackle these problems. We shall prove that any strictly positive
parameters ki’s will be sufficient to guarantee local asymptotic
stability of (3). In other words, even though the coefficients do
not define a Hurwitz polynomial, (3) is still locally asymptotically
stable as long as the ki’s are strictly positive. For instance, when
k1 = 2, k2 = k3 = 1, even though the linear system (2) is unstable
since λ3

+ λ2
+ λ + 2 = 0 has a pair of unstable roots, (3) is

however locally asymptotically stable. A surprising conclusion is
that, as ki ̸= 0 (i = 1, 2, 3), system (3) is locally asymptotically
stable if and only if ki > 0 (i = 1, 2, 3). The same conclusion can be
drawn for the general nonlinear systems (1) if the powers, i.e., pi’s,
are strictly decreasing. Moreover, a dual nonlinear system of the
chain of power integrators is proposed and the dual result on local
asymptotic stability is obtained.

2. Preliminaries

In this section, we present some important results on nonlinear
systems, which will be used in this paper.

Consider the autonomous system ẋ = f (x), where f : D → ℜ
n is

a locally Lipschitz map from a domain D ⊂ ℜ
n. Assume that x = 0

is an equilibrium, that is, f (0) = 0.

Theorem 2.1 (Lyapunov Stability Theorem (Khalil, 2002; Loria &
Panteley, 2017; Lyapunov, 1892)). If there exists a continuously
differentiable locally positive (negative) definite function V : D → ℜ

so that V̇ (x) :=
∂V
∂x f (x) is locally negative (positive) definite, the

equilibrium x = 0 is locally asymptotically stable.

Theorem 2.2 (Chetaev Instability Theorem (Chetaev, 1961)).
If there exists a continuously differentiable function V : D → ℜ

such that (i) the origin is a boundary point of the set G = {x ∈ ℜ
n

|

V (x) > 0}; (ii) there exists a neighborhood U of the x = 0 such that
V̇ (x) > 0 ∀ x ∈ U ∩ G, then x = 0 is an unstable equilibrium point
of the system.

Lemma 2.1 (Jensen’s inequality (Hardy, Littlewood, & Pólya, 1934)).
For p ≥ 1 and xi ∈ ℜ, i = 1, . . . , n, the following holds:

|x1 + x2 + · · · + xn|p ≤ np−1(|x1|p + |x2|p + · · · + |xn|p).

Lemma 2.2 (Wang, Qian, & Sun, 2017). For p ≥ 1which is a ratio of
positive odd integers, the following holds:

x(x + a)p ≥ 21−pxp+1
+ xap, ∀ x, a ∈ ℜ.

Lemma 2.3 (Polendo & Qian, 2007). Let c > 0 and d > 0 be
constants. Given any number γ > 0, the following inequality holds:

|x|c |y|d ≤
c

c + d
γ |x|c+d

+
d

c + d
γ −

c
d |y|c+d, ∀ x, y ∈ ℜ.

Definition 2.1 (Polendo & Qian, 2008). A continuous vector field
f : Rn

→ Rn with f = [f1, . . . , fn]T is said to satisfy homogeneity
with monotone degrees (HMD), if we can find strictly positive real
numbers (r1, . . . , rn) and real numbers τ1 ≥ τ2 ≥ · · · ≥ τn such
that

fi(ϵr1x1, . . . , ϵrnxn) = ϵri+τi fi(x) (4)

for all x ∈ ℜ
n, ϵ > 0 and i = 1, 2, . . . , n. The constants ri’s and τi’s

are called homogeneous weights and degrees, respectively.

3. Local asymptotic stability of power integrators systems

3.1. Main result

In this section, we consider a chain of power integrators de-
scribed by (1) with strictly decreasing powers pi’s.

Theorem 3.1. For nonlinear system (1), assume that ki ̸= 0 for all
i = 1, 2, . . . , n and pi’s are ratios of positive odd integers satisfying
p1 > p2 > · · · > pn ≥ 1. Then the equilibrium x = 0 is locally
asymptotically stable if and only if ki > 0 for all i = 1, 2, . . . , n.

Proof. Construct a linear transformation

ei = k1x1 + k2x2 + · · · + kixi, i = 1, 2, . . . , n, (5)

whose inverse mapping is

x1 = k−1
1 e1, xi = k−1

i (ei − ei−1), i = 2, . . . , n. (6)

Then system (1) is equivalently transformed into

ė1 =
k1
kp12

(e2−e1)p1 ,

ėi =
ki

kpii+1

(ei+1−ei)pi +
i−1∑
j=1

kj
k
pj
j+1

(ej+1−ej)pj ,

i = 2, 3, . . . , n − 1, (7)

ėn = −knepnn +

n−1∑
j=1

kj
k
pj
j+1

(ej+1−ej)pj .

Construct the following Lyapunov/Chetaev function:

V (e) =
1
2

n∑
i=1

lie2i , (8)

where

li = −kpii+1k
−1
i , i = 1, 2, . . . , n − 1, ln = −k−1

n . (9)
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