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a b s t r a c t

We study the enforcement of opacity, an information-flow security property, using insertion functions
that insert fictitious events at the output of the system. The intruder is characterized as a passive external
observer whose malicious goal is to infer system secrets from observed traces of system events. We
consider the problems of enforcing opacity under the assumption that the intruder either knows or
does not know the structure of the insertion function; we term this requirement as public–private
enforceability. The case of private enforceability alone, where the intruder does not know the form of
the insertion function, is solved in our prior work. In this paper, we address the stronger requirement of
public–private enforceability, that requires opacity be preserved even if the intruder knows or discovers
the structure of the insertion function. We formulate the concept of public–private enforceability by
defining the notion of public safety. This leads to the notion of public–private enforcing (PP-enforcing)
insertion functions. We then identify a necessary and sufficient condition for an insertion function to
be PP-enforcing. We further show that if opacity is privately enforceable by the insertion mechanism,
then it is also public–private enforceable. Using these results, we present a new algorithm to synthesize
PP-enforcing insertion functions by a greedy-maximal strategy. This algorithm is the first of its kind to
guarantee opacity when insertion functions are made public or discovered by the intruder.

© 2018 Elsevier Ltd. All rights reserved.

1. Introduction

Opacity is an information-flow security property that charac-
terizes whether or not ‘‘secrets’’ of a given dynamic system can
be inferred by an outside observer termed the intruder, because of
its potentially malicious intentions. Due to its general formulation
that is applicable to many security and privacy issues that arise
in networked systems, opacity has received a lot of attention in
the literature on security and privacy since it was first introduced
in Mazaré (2004). The intruder is an outside observer that knows
the system structure and tries to infer the occurrence of the secret
by passively observing the output of the system. The system is said
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to be opaque if for every behavior induced by the secret (termed
secret behavior), there is another observationally-equivalent be-
havior that is not induced by the secret (termed non-secret behav-
ior). When opacity holds, the intruder is never sure if the system’s
output corresponds to a secret or a non-secret behavior.

Various representations of the system secret have been con-
sidered in the study of opacity. These representations have led to
the formalization of several notions of opacity for event-driven
models of dynamic systems. In the context of automata models,
the notions of initial-state opacity, current-state opacity, language-
based opacity, K -step opacity and infinite step opacity, have
been proposed; see, e.g., Cassez, Dubreil, and Marchand (2012),
Lin (2011), Saboori and Hadjicostis (2012b, 2013) and Yin and
Lafortune (2017). Opacity for infinite state systems is considered
in Chédor, Morvan, Pinchinat, and Marchand (2015) while opacity
under so-called Orwellian observers is investigated in Mullins and
Yeddes (2014). Opacity for Petri net models has been considered
in Bryans, Koutny, and Ryan (2005) and Tong, Li, Seatzu, and
Giua (2017b), among others. In addition, several stochastic notions
of opacity have been defined and investigated; see, e.g., Bérard,
Chatterjee, and Sznajder (2015), Bérard, Mullins, and Sassolas
(2015), Chen, Ibrahim, and Kumar (2017), Keroglou and Had-
jicostis (2013) and Saboori and Hadjicostis (2014). In Yin, Li,
Wang, and Li (2017), an algorithmwas proposed for verification of
infinite-step opacity in stochastic discrete event system. The recent
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Fig. 1. The insertion mechanism.

survey paper (Jacob, Lesage, & Faure, 2016) may be consulted for
a detailed review of the literature on this topic.

When a given notion of opacity is violated, researchers have
proposed various methods for its enforcement. One popular ap-
proach is to design a minimally restrictive supervisor, which dis-
ables behaviors that violate opacity (Darondeau, Marchand, &
Ricker, 2015; Dubreil, Darondeau, & Marchand, 2010; Saboori &
Hadjicostis, 2012a; Takai & Oka, 2008). The work in Tong, Li,
Seatzu, and Giua (2017a) adopts a similar approach but focuses on
enforcing opacity with incomparable observations. The approach
in Yin and Lafortune (2016) is to embed in a finite structure all
feasible supervisors that enforce opacity and use this structure
to synthesize one supervisor with desired properties. The work
in Zhang, Shu, and Lin (2015) also lies in this category but dis-
cusses the problem from the perspective of maximum information
release. Several works, such as Cassez et al. (2012), Yin and
Lafortune (2015) and Yin and Li (2018), apply a sensor activation
framework to enforce opacity by building dynamic observers or
most-permissive observers. In Ylies and Hervé (2015), the authors
consider a delay mechanism, which enforces K -step opacity or
infinite-step opacity by delaying outputting system events until
the secret expires.

In contrast to the above approaches for enforcing opacity, we
proposed in our prior work (Wu & Lafortune, 2014) an insertion
mechanism that enforces opacity by inserting fictitious events at
the system’s output. Such events are assumed to be indistinguish-
able from genuine ones from the viewpoint of the intruder. As
in Wu and Lafortune (2014), our approach in this paper considers
event-driven dynamic systems modeled as automata. Specifically,
the system is a partially-observed and/or nondeterministic finite-
state automaton, and the secret is modeled as a set of secret states
in the automaton’s state space. The insertion mechanism, which
is depicted in Fig. 1, acts as an interface at the output of the
system; hence, it does not interfere with the system, in contrast
to the supervisory control based approaches. Insertion functions
can be generalized to edit functions that allow event erasure and
replacement, as considered in Ji and Lafortune (2017) and Wu,
Raman, Rawlings, Lafortune, and Seshia (2017). However, we fo-
cus on insertion functions in this paper. The method of insertion
functions has also been extended in Ji, Yin, and Lafortune (2018)
to study opacity enforcement under quantitative constraints.

In Wu and Lafortune (2014), it is assumed that the insertion
function used by the system is always kept private from the in-
truder. With this assumption, we have shown how to synthesize
insertion functions that only output strings consistent with the
non-secret behavior of the system and thus prevent the intruder
from being certain that a secret behavior has occurred. In this
paper, we relax that assumption. While the implementation of
the insertion function may be kept private at first, a sophisticated
intruder may learn the full set of modified behaviors output by
the insertion function, compare it with the system model, and
potentially reverse engineer the insertion function. Also, if the
intruder knows the system’s optimality criteria, it may follow the
optimal synthesis algorithm in Wu and Lafortune (2016) and
discover the correct insertion function. It may also be the case that
the system designers decide to make the insertion function public,

as is done in public-key cryptography, for example. Hence, there is
a need to design insertion functions that enforce opacity even when
their implementation becomes known to the intruder. Under the
same insertion mechanism as in Fig. 1, to enforce opacity regard-
less of whether or not the intruder knows the implementation of
the insertion function, we formally characterize a property called
public-and-private enforceability, or PP-enforceability for short. A
PP-enforcing insertion function is guaranteed to enforce opacity
when the insertion function is kept private and when it becomes
known to the intruder. In the former case, the insertion function
outputs only behaviors consistentwith non-secret behaviors of the
system. In the latter case, the insertion function is designed such
that for every secret behavior of the system, there is a non-secret
behavior of the system that has the samemodified output from the
insertion function.

The main contributions of this paper are as follows. First,
we formally characterize the properties of public enforceability
and of public–private enforceability, in the context of opacity
enforcement by insertion functions. We present conditions for
PP-enforceability and use them to derive an effective test under
which opacity is public–private enforceable. It turns out that if
there exists an insertion function that is privately enforcing, then
there also exists a (potentially different) insertion function that
is PP-enforcing. This result is established by defining a so-called
greedy criterion for selecting insertion functions in theAll Insertion
Structure (AIS) introduced in Wu and Lafortune (2014). These
new results lead to an algorithmic procedure, called Algorithm
INPRIVALIC-G, that is guaranteed to synthesize a PP-enforcing
insertion function if one exists.

The remaining sections of this paper are organized as fol-
lows. Section 2 introduces the system model and the notion of
opacity. Section 3 formally introduces insertion functions and the
notion of public-and-private enforceability, along with conditions
under which private enforceability and public–private enforce-
ability hold for a given insertion function. Section 4 starts by
reviewing the construction procedure of the All Insertion Structure
(AIS) from Wu and Lafortune (2016) and then identifies relevant
concepts and properties. In Section 5, we first present a sufficient
condition for insertion functions to be PP-enforcing, then define
the greedy criterion and show that a greedy insertion function is
PP-enforcing. Then, in Section 6, the INPRIVALIC-G Algorithm is
presented, which synthesizes PP-enforcing insertion functions by
using a greedy-maximal insertion criterion within the AIS. Finally,
Section 7 concludes the paper.

Preliminary versions of some of the results in sections 3.3 and
5.1 appear in Wu and Lafortune (2015). The results in Sections 4.2,
5.2 and 6 are new and do not appear in Wu and Lafortune (2015).
In particular, Algorithm INPRIVALIC-G of Section 6 is guaranteed
to output a PP-enforcing insertion function (if one exists) and is a
generalized and improved version of Algorithm INPRIVALIC in Wu
and Lafortune (2015), which outputs such a function only under
certain conditions.

2. Opacity notions for automata models

We consider opacity problems in event-driven dynamic sys-
tems. We assume the system’s state space is finite. Thus, the
dynamic system of interest is modeled as an automaton G =

(X, E, f , X0), where X is the finite set of states, E is the finite set
of events, f is the partial state transition function f : X × E →

2X , and X0 ⊆ X is the set of initial states. We allow G to be
nondeterministic, which explains why the codomain of f is the
power set ofX . The transition function is extended to domainX×E∗

in the standard manner (Cassandras & Lafortune, 2008); we still
denote the extended function by f . Also, we use the notation s < u
to denote that string s is a prefix of string u. In opacity problems,



Download English Version:

https://daneshyari.com/en/article/7108582

Download Persian Version:

https://daneshyari.com/article/7108582

Daneshyari.com

https://daneshyari.com/en/article/7108582
https://daneshyari.com/article/7108582
https://daneshyari.com

