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Abstract: In this paper, a sparse reconstruction framework is proposed on the basis of steady-
state experiment data to identify Gene Regulatory Networks (GRNs) structure. Different
from traditional methods, this approach is adopted which is well suitable for a large-scale
underdetermined problem in inferring a sparse vector. We investigate how to combine the
noisy steady-state experiment data and a sparse reconstruction algorithm to identify causal
relationships. Efficiency of this method is tested by an artificial linear network and the DREAM
networks. The performance of the suggested approach is compared with two state-of-the-art
algorithms, the widely adopted total least-squares (TLS) method and those available results on
the DREAM project website. Actual results show that with a lower computational cost, the
proposed method can significantly enhance estimation accuracy.
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1. INTRODUCTION

In biological sciences, a significant task is to reconstruct
GRNs from experiment data and other a priori informa-
tion, which is a fundamental problem in understanding
cellular functions and behaviors, see Hecker et al. (2009),
and Feala et al. (2010). Spurred by advances in experi-
mental technology, it is considerably interesting to develop
a systematic method to provide new insights into the
evolution of some target genes both in normal physiology
and in human diseases. The present challenges in biological
research are that GRNs are generally large-scaled and
there are many restrictions on probing signals in biochem-
ical experiments. These challenges make the problem of
identifying a GRN much more difficult than other reverse
engineering problems.

At present, numerous classical methods have been de-
veloped to unravel the interactions of GRNs, including
Boolean network approaches in Shmulevich and Dougherty
(2010), Bayesian network inference in Li et al. (2011),
partial or conditional correlation analysis in Penfold et al.
(2012), differential equation analysis in Karlebach and
Shamir (2008), and others. However, while their absolute
and comparative performances remain poorly understood,
some of results are associated with heavy computational
burdens. Recently, an approach based on the total dif-
ferential formula and total least-squares is proposed to
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infer a GRN from measured expression data in Sontag
(2008). Although this method can weaken the effect of
experimental uncertainty, there exist significant false pos-
itive and negative errors. To overcome these difficulties,
researchers have obtained some positive and constructive
results and improvements in inferring a GRN, including
incorporating power law in Xiong and Zhou (2012), dis-
tinguishing direct and indirect regulations in Wang and
Zhou (2012), penalizing the regulation strength in Xiong
and Zhou (2013), etc. However, these methods either have
higher computing complexities or have lower estimation
accuracies. Moreover, many methods may not be suited to
large-scale network identifications. Then, how is it possible
to accurately identify the causal relationships based on
certain observable quantities extracted from partial mea-
surements?

Note that great similarities exist between the network
identification of a single gene (also called a node) and a
sparse vector reconstruction, which often relates to the
determination of the number, location, and magnitude of
the nonzero entries by solving the problem of underde-
termined system of linear equations y = Φx. In sparse
reconstruction, the aim is to find the sparse solution x
from the compressed measurement y and measurement
matrix Φ. The classical algorithms find the solution to
a sparse problem with minimal ℓ1 norm. Since these al-
gorithms, based on convex optimization, can guarantee
global optimum and have strong theoretical assurance,
the problem can be solved via linear programming in
Donoho (2006); Candes (2008). However, the complexity is
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burdensome and unacceptable for the application in large-
scale systems. Recently, greedy algorithms have received
considerable attention as cost effective alternatives of the
ℓ1-minimization in Wang et al. (2012). In the greedy
algorithm family, stagewise orthogonal matching pursuit
(StOMP) algorithm with the property either Φ that is
random or that the nonzeros in x are randomly located, or
both, is well suited to large-scale underdetermined applica-
tions for sparse vector estimations in Donoho et al. (2012).
It can reduce computational complexity and has some
attractive asymptotical statistical properties. However, the
estimation speed is at the cost of accuracy violation. In our
paper, an improvement algorithm on the StOMP which
is called stagewise modified orthogonal matching pursuit
(SmOMP), is suggested. This algorithm is more efficient
at finding a sparse solution of large-scale underdetermined
problems. Moreover, compared with StOMP, this modified
algorithm can not only more accurately estimate parame-
ters for the distribution of matched filter coefficients, but
also improve estimation accuracy for the sparse vector in
Zhang et al. (2013).

In this paper, a linear description of the causal interacting
relationships for a GRN is firstly established from steady-
state experiment data based on nonlinear differential equa-
tions. Then, we adopt a sparse reconstruction algorithm to
find the sparse solution of a large-scale underdetermined
problem. Finally, some applications, on an artificially gen-
erated linear network with 100 nodes and networks of
size 100 in DREAM3 and DREAM4 subchallenges, are
employed to demonstrate efficiency of this proposed al-
gorithm. Moreover, we compare the performance of sug-
gested approach with two state-of-the-art methods which
are called subspace likelihood maximization (SubLM1 and
SubLM2) methods in Zhou and Wang (2010), the widely
adopted TLS method in Berman et al. (2007) and those
available results on the DREAM project website. Compu-
tation results show that with a lower computational cost,
the proposed method can significantly improve estimation
accuracy.

2. MATERIALS AND METHODS

2.1 A description of the GRN model

In a GRN with n genes, we assume that the dynamics
of the i-th gene concentration xi can be described by the
following nonlinear differential equation

dxi

dt
= f(x1, x2, · · · , xn; θi), (1)

in which θi stands for a kinetic parameter that can be
changed through external perturbations. While each gene
in the GRN reaches an equilibrium, there exist dxi/dt =
0, i = 1, 2, · · · , n, i.e. f(x1, x2, · · · , xn; θi) = 0. In order to
quantitatively measure the direct effect among genes, we
quantify the causal interaction between two genes in terms
of the fractional changes ∆xi/∆xj of the i-th gene caused
by a change of another gene j. As argued in Kholodenko
et al. (2002), at a stable equilibrium, the direct effect of
the j-th gene on the i-th gene (i ̸= j) can be measured by
uij which results in log-to-log derivatives

uij = lim
∆xi,∆xj→0

(
∆xi/xi

∆xj/xj
) =

∂ lnxi

∂ lnxj
= −∂fi/∂lnxj

∂fi/∂lnxi
. (2)

If uij = 0, it means that gene j has no direct effect on
gene i, whereas uij > 0 and uij < 0 mean activation and

inhibition respectively. Let ∆
[s]
xj denote the variation of the

steady state xj
[s] when a kinetic parameter changes by

∆θj . Then, taking the first-order Taylor expansions and
normalization of each component at an equilibrium in the
GRN, the following equation is obtained

n∑
j=1

∂fi/∂lnxj

∂fi/∂lnxi
×

∆
[s]
xj

x
[s]
j

≈ 0. (3)

Suppose that m experiments have been performed, and
the relative variation quantity of the j-th gene in the

ℓ-th experiment is denoted by ϕjℓ = ∆
[s]
xj

/
x
[s]
j . Then,

from the definition of uij and the above equation, we
can easily obtain the causal relationship model of the i-
th gene associated with the interaction among others as∑n

k=1,k ̸=i uikϕkℓ ≈ ϕiℓ, ℓ = 1, 2, · · · ,m. Then, this causal
regulation model can be compactly expressed as a linear
equation (4), if a vector [ui1, · · ·ui(i−1), ui(i+1) · · ·uin]

T

is denoted by αi, and an m× (n− 1) measurement ma-
trix Φ and the observation vector b ∈ Rm are defined
respectively as b = ϕi = [ϕi1, ϕi2, · · · , ϕim]T, Φ =
[ϕ1, · · · , ϕi−1, ϕi+1, · · · , ϕn], in which T denotes the opera-
tion of transposing.

Φαi = b. (4)

The problem of inferring a GRN requires the precise
estimation αi using steady-state experiment data. Since
the distribution of the degree of nodes in most GRNs
obeys approximately the so-called power law, the unknown
vector αi to be reconstructed is a sparse vector. Therefore,
under the condition that both Φ and b are known, the
problem discussed in this paper is to reconstruct a sparse
vector. A distinctive characteristic of this problem is that
both matrix Φ and vector b are corrupted by measurement
noise. In the following section, the use of SmOMP for
inferring GRNs is described.

2.2 The SmOMP algorithm

SmOMP aims to estimate the distribution parameters for
matched filter coefficients more accurately and improve
the estimate accuracy of the sparse solution based on the
true positive rate (TPR). Suppose that the undetermined
linear system equation is y = Φx in which x is the original
sparse vector. SmOMP operates in s ≤ S stages, building
up a sequence of approximations x0, x1, · · · by removing
detected structure from a sequence of residual vectors r0,
r1, · · ·. Starting from x0 = 0 and initial residue r0 = y,
it iteratively constructs approximations by maintaining a
sequence of estimates for the locations of the nonzeros in
x as I1, . . . , Is.

At the s-th stage, we apply matched filtering to the current
residual, obtaining a vector of residual correlations cs =
ΦTrs. In StOMP, authors demonstrate that ⟨ϕj , rs⟩ , j =
1, 2, · · · , n, are subject to the Gaussian distribution with
zero or nonzero mean, which are corresponding to the first
distribution and the second distribution.

We consider an ms-dimensional subspace, using ks nonze-
ros out of ns possible terms. Note that the coefficients of
this subspace are obtained by matched filtering as follows
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