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A B S T R A C T

In this paper, we proposed a voxel-based morphological filtering algorithm that can generate very accurate
digital elevation models (DEMs) over forest regions because accurate DEMs are essential for forest mapping and
other forest applications. Height distribution analysis, convexity constraints, morphological filtering, and
moving-window voxel-based filters are exploited to detect object points. An object index is introduced and is
computed by Otsu segmentation to label the classified lidar points i.e. indices above the threshold for objects are
regarded as objects. To validate the proposed algorithm, multiple experiments, including the ISPRS benchmark
datasets and ten forest datasets, are conducted and compared with several existing lidar filtering algorithms. The
test results of the ISPRS datasets indicate that the proposed algorithm achieved low commission errors ranging
from 1.53% to 6.91%. Also, the test results of the forest datasets demonstrate that the mean errors of the
proposed algorithm are compatible with those from other algorithms.

1. Introduction

As an important source of geospatial information, Digital Elevation
Models (DEMs) play an essential role in a variety of forest applications.
Reliable knowledge of DEMs allows for forest planning, forest man-
agement and precision forestry, and helps forest fire management to be
more efficient and effective. Conventional approaches such as field
surveying and photogrammetry produce highly accurate DEMs; how-
ever, their intensive labour and monetary costs prohibit extensive ap-
plications of these methods. One promising alternative to the acquisi-
tion of highly accurate DEMs is airborne light detection and ranging
(lidar). Airborne lidar’s appealing capability of capturing highly accu-
rate three-dimensional (3D) geospatial coordinates has drawn much
attention [1]. Numerous research works have been undertaken to
generate accurate DEMs using airborne lidar data, which is well ex-
amined by Sithole and Vosselman [2], Meng et al. [3] and Polat and
Uysal [4]. Retrieving significant knowledge of DEMs alongside other
objects requires labelling of the unorganized 3D datasets, which is often
subject to intensive analysis [5,6]. Starting with a set of 3D geospatial
coordinates, the labelling process exploits various features such as
slope, curvature, and elevation in order to distinguish ground points
from object points, which is generally referred to as ground filtering.

Based on the adopted strategies, the existing ground filtering ap-
proaches can be mainly categorized into four domains, namely, slope-
based [7–10], interpolation-based [11–18], mathematical-morphology-

based [19–22], and segmentation-based algorithms [23–25]. The per-
formance of slope-based algorithms heavily depends on the slope
threshold, therefore achieves promising results in comparatively flat
regions and worse outcomes in mountainous areas, such as forest re-
gions. Meanwhile, interpolation-based methods are prone to mis-
classification of non-ground points with low-elevation values. Mor-
phology-based filters require tuning parameters to achieve optimal
results because large window sizes will degrade rugged terrain attri-
butes such as peaks; while small window sizes may compromise the
performance of removing objects. Segmentation-based algorithms have
the challenge of the accuracy of the segmentation results, especially in
boundary regions.

Recent advances in computer science also allow for statistical ana-
lysis and machine learning in ground filtering algorithms. Statistical
analysis-based algorithms assume that ground points will demonstrate a
normal distribution whereas the presence of objects will disturb the
normality. Hence, these algorithms remove object points iteratively
until the skewness and/or kurtosis of the data are balanced [26,27].
However, the computation for statistical analysis is intensive and the
algorithms may fail to remove low-elevation outliers. On the other
hand, machine-learning-based algorithms (e.g. conditional random
fields, AdaBoost, random forest, artificial neural networks) classify lidar
points into various categories such as ground, building, and grass si-
multaneously [28,29]. However, the performance of these algorithms
depends on the extensive training data.
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In general, the aforementioned algorithms have their own strengths
and weaknesses with respect to computational efficiency, overall ac-
curacy, ease of implementation, and adaptability [6]. The majority of
these approaches achieve good accuracy in relatively flat regions.
However, problems occur in mountainous terrains, cliffs, ridges, and
forest areas mixed with man-made objects. To obtain accurate DEMs in
forest regions, a multiscale-curvature-classification (MCC) was in-
troduced by Evans and Hudak [15]. It iteratively identifies a point as an
object if it is above positive curvature thresholds in various scales.
However, the authors acknowledged that the presence of low-elevation
vegetation would negatively impact the performance of the algorithm.
Zhao et al. [30] proposed an improved progressive triangular irregular
network (TIN) densification filtering algorithm. Firstly, a morpholo-
gical opening operator is applied to obtain potential ground seeds;
secondly, ground seed points are identified by a translation plane fitting
method; finally, iterative TIN densification is performed to generate an
accurate DEM. However, the selection of the lowest point within a grid
to represent the true ground in the generation of a coarse terrain surface
in the first step is subject to errors because of systematic and random
uncertainties in the lidar data acquisition. Moreover, a lidar pulse may
not penetrate the dense canopy to hit the ground. Silva et al. [31]
compared weighted-linear-least-squares (WLS), MCC, progressive-mor-
phological-filter (PMF), and progressive-Triangulated-Irregular-Net-
work (PTIN) in a forest environment in Washington State, the United
States, with distinctive land use and land cover. The results indicate
that WLS, MCC, and PTIN obtain similar classification results whereas
PMF identifies a smaller number of points as terrain compared to other
algorithms. The results also demonstrate that MCC generates a DEM
with higher elevation values whereas PMF tends to underestimate the
DEM. However, the authors also acknowledged that the four algorithms
should be evaluated over complex forest environments.

Although morphology-based algorithms tend to perform well in
steep-sloped regions given a well-chosen window size, detection of
large and small objects is still challenging [32]. To overcome the above
problems, we propose a voxel-based multiscale morphological airborne
lidar data filtering algorithm which takes advantage of the height dis-
tribution of points, the convexity of points, the relative height differ-
ence between a point and its surroundings in multiple spatial scales.
Different from other multiscale-based filtering algorithms that filter
object points at each spatial scale, this algorithm introduces an object
index to reduce the misclassification of ground points in each iteration.
In addition, the information of the return number and the total number
of returns of a point is very valuable in lidar data processing as multi-
return lidar data becomes more common. Unfortunately, this informa-
tion is rarely explored in the literature. In this study, we make use of the
return number and the total number of returns to compute the weight of
the object index, which is distinguishable from other algorithms. Fi-
nally, instead of the manual selection of the object index threshold, we
introduce the Ostu segmentation to calculate the threshold of object
index automatically.

This paper is structured as follows: Section 2 deals with the detailed
information about the proposed algorithm; Section 3 presents the ex-
periments, evaluation of the results and analyses of the parameters
followed by Conclusions in Section 4.

2. Methodology

To distinguish object points from ground points, firstly, a set of cell
sizes needs to be selected, and then points can be projected into dif-
ferent cells according to the spatial coordinates. Because of the presence
of outliers (i.e. isolated points with high elevations or lower elevations
than the surroundings), a height distribution analysis is typically em-
ployed to detect and remove these outliers before further processing.
Once the outliers are removed, a convexity constraint can be applied to
calculate the convexity of each cell to detect object points. However,
the convexities of building roofs and low vegetation can be small, and

therefore the convexity constraint may compromise the removal of
building rooftops and low vegetation. To tackle this problem, we pro-
pose a morphological filtering algorithm and a moving-window voxel
algorithm. To avoid the impact of misclassification on further proce-
dures, we also propose an object index (OIi) to label the classified object
points. In addition, we assign different weights to the object index on
the basis of the number of returns and the return numbers since mul-
tiple returns contribute less to ground points. That is, if a point is
classified as an object, the object index of the point will increase by the
sum of one and the difference between the number of returns and the
return number, which is denoted as Rule 1 hereafter. The whole process
will be repeated until the cell size becomes above the maximum
threshold. Once this is done, an Otsu segmentation algorithm is used to
compute the threshold for the object indices, and the points with object
indices higher than the threshold are recognized as objects and re-
moved. The detailed procedures are listed below and illustrated in
Fig. 1:

Step 1. Select a set of cell sizes and set the minimum as the current
one;
Step 2. Project the lidar points into different cells according to the
coordinates;
Step 3. For each cell, apply height analysis to the points within the
cell and remove outliers;
Step 4. For each cell, apply the convexity constraint and label the
points within the cell as objects if the convexity of the cell is above
the threshold. For the classified object points, the corresponding OIi
increases according to Rule 1;
Step 5. For each cell, apply morphological filtering. If a point is
recognized as an object point, the corresponding object index of the
point increases based on Rule 1;

Fig. 1. The Flowchart of the Proposed Airborne Lidar Filtering Algorithm.
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