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Support vector machine recursive feature elimination (SVM-RFE) is a powerful feature selection algo-
rithm. However, when the candidate feature set contains highly correlated features, the ranking criterion
of SVM-RFE will be biased, which would hinder the application of SVM-RFE on gas sensor data. In this
paper, the linear and nonlinear SVM-RFE algorithms are studied. After investigating the correlation bias,
an improved algorithm SVM-RFE + CBR is proposed by incorporating the correlation bias reduction (CBR)
strategy into the feature elimination procedure. Experiments are conducted on a synthetic dataset and
two breath analysis datasets, one of which contains temperature modulated sensors. Large and compre-
hensive sets of transient features are extracted from the sensor responses. The classification accuracy
with feature selection proves the efficacy of the proposed SVM-RFE + CBR. It outperforms the original
SVM-REFE and other typical algorithms. An ensemble method is further studied to improve the stability
of the proposed method. By statistically analyzing the features’ rankings, some knowledge is obtained,
which can guide future design of e-noses and feature extraction algorithms.
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1. Introduction

Feature selection (FS) is a widely-used technique in pattern
recognition applications. By removing irrelevant, noisy, and redun-
dant features from the original feature space, FS alleviates the
problem of overfitting and improves the performance of the model.
The time and space cost of the learning algorithm can also be
reduced. More importantly, we can gain a deeper insight of the data
by analyzing the importance of the features [1,2]. Many researchers
have explored the use of FS techniques in electronic nose (e-nose)
systems and achieved good results [3-9].

In the context of classification, FS algorithms can be roughly
divided into three categories: filters, wrappers and embedded
methods, based on how they interact with classifiers [1,2]. Filters
evaluate each feature by predefined criteria, such as correlation
criteria and information theoretic criteria [1], which are indepen-
dent from classifiers. Wrappers treat classifiers as black boxes
and aim at finding a feature subset that has the minimum cross-
validation error on the training data. Examples of wrappers include
sequential forward selection [3], genetic algorithms, and simulate
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annealing [4]. Embedded methods generally include two kinds
of approaches. In some methods, such as a decision tree [7], the
training of the classifier intrinsically selects a subset of features.
Some methods estimate the importance of the features from the
coefficients in the classifiers, e.g. the algorithm in [5].

Support vector machine recursive feature elimination (SVM-
RFE) is an embedded FS algorithm proposed by Guyon et al. [10]. It
uses criteria derived from the coefficients in SVM models to assess
features, and recursively removes features that have small criteria.
It has both linear and nonlinear versions. The nonlinear SVM-RFE
uses a special kernel strategy [10,11] and is preferred when the
optimal decision function is nonlinear. As a backward elimina-
tion method, SVM-REFE is able to model the dependencies among
features. Compared to wrappers, SVM-RFE does not use the cross-
validation accuracy on the training data as the selection criterion,
thus is (1) less prone to overfitting; (2) able to make full use of the
training data; (3) much faster, especially when there are a lot of
candidate features. As a result, it has been successfully applied in
many problems, especially in gene selection [10-15].

However, there is still one problem in SVM-RFE that has not been
addressed. When some of the candidate features are highly corre-
lated, the assessing criteria of these features will be influenced, and
their importance will be underestimated. Inspired by [16], we call
this phenomenon “correlation bias”. It is a crucial problem espe-
cially for gas sensor features that are often correlated. In this paper,
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a simulated experiment is first employed to illustrate this problem.
Then a novel strategy, correlation bias reduction (CBR), is proposed
to reduce this potential bias in both linear and nonlinear SVM-RFE.
Finally, an ensemble method is suggested to improve the stability
of the feature selection results.

It is known that human breath contains biomarkers that can be
used for disease diagnosis [17]. E-nose systems have been applied
to analyze breath samples. In this paper, the proposed method is
evaluated on two breath analysis datasets. The first breath analysis
dataset was collected by an e-nose with 10 gas sensors, three of
which were metal oxide semiconductor (MOS) sensors under tem-
perature modulation (TM) [18]. The dataset contains 295 samples
from healthy subjects and 279 from diabetics. The second dataset
was collected by an e-nose with 12 MOS sensors [19]. The breath
samples were from healthy subjects and also subjects with dia-
betes, renal disease, and airway inflammation, respectively. Over
1000 features are extracted from the gas sensors’ responses. The
comprehensive feature set contains seven kinds of transient fea-
tures. Experimental results show that the Gaussian SVM-RFE is
better than the linear one, as well as other typical algorithms.
The proposed CBR strategy further enhances the accuracy. The
ensemble method is proved to have better stability. Furthermore,
systematic statistical analysis on the features’ rankings reveals use-
ful information about which sensors, feature types and TM voltages
are more important. For example, TM sensors significantly outper-
form the ones operated under constant temperature. Phase feature
extracted from TM sensors is proved to be the most effective fea-
ture. The information provides guidance for future e-nose and
feature designing.

The manuscript is organized as follows. Section 2 describes the
details of the linear and nonlinear SVM-RFE algorithm. Section 3
investigates the correlation bias problem and proposes SVM-
RFE + CBR. Section4 introduces the breath analysis datasets and
feature extraction methods. Section 5 shows the results of the FS
experiments and provides the feature analysis results. Section 6
concludes the paper.

2. SVM-RFE
2.1. Linear SVM-RFE

The output of SVM-REFE is a ranked feature list. Feature selection
can be achieved by choosing a group of top-ranked features. The
ranking criterion of SVM-REFE is closely related to the SVM model.
SVM is a popular algorithm for classification partially due to its high
accuracy and good generalization ability. It has been successfully
applied in many e-nose applications [9]. Therefore, ranking crite-
rion derived from its model will probably have good performance.

The intuition of SVM is to find a separating hyperplane with
the largest margin. In linear separable cases, the margin is twice
the distance between the separating hyperplane and the training
sample closest to it [20]. Given a set of training samples { x;, y;},
x;cR%,y;e{-1,1},i=1,...,n, the decision function of a linear SVM
is

f(x)=w-x+b. (1)

It can be proved that the margin M is simply 2/|w/|, thus maximiz-
ing the margin is equivalent to minimizing ||w |2 under constraints.
The dual form of the Lagrangian formulation of the problem can be
written as [20]:

n n
1
Lp = g ai-5 g Qi iYiX; - Xj, (2)
i=1 ij=1

where «; are the Lagrange multipliers. Solutions of ¢; can be found
by maximizing Lp under constraints «; >0 and Z?:1a,-y,- = 0. The

samples corresponding to nonzero «’s are known as support vec-
tors. Then the weight vector w can be obtained by

n
w= Zaiyixi- (3)
i1

The ranking criterion for feature k is the square of the kth element
of w,

Jk) = w. (4)

In each iteration of the recursive feature elimination (RFE), a
linear SVM model is trained. The feature with the smallest ranking
criterion is removed since it has the least effect on classification
[13]. The remaining features are kept for the SVM model in the
next iteration. This process is repeated until all the features have
been removed. Then the features are sorted according to the order
of removal. The later a feature is removed, the more important it
should be. When the feature dimension is high, removing features
one by one will be time-consuming. In such cases, more than one
feature can be removed in each iteration [10]. However, this strat-
egy may influence the precision [13] and cause the correlation bias
problem, which will be described in Section 3.1.

2.2. Nonlinear SVM-RFE

Most gene selection problems have much more features (sev-
eral thousand) than samples (less than 100), so linear SVM-RFE is
more suitable in these cases to avoid overfitting. But in many other
situations where the number of samples is larger, nonlinear SVM-
RFE can be expected to outperform the linear one since it can fit the
data with less bias.

Nonlinear SVM considers to map the features into a new space
with higher dimension:

xecR?— @(x)eR". (5)

In the new space, the samples are expected to be linearly separable.
Thus Eq. (2) can be rewritten as

o= a2 oy px) dlx,) (6)
i=1

ij=1

Note that the only form that &( x)’s are involved in the training
algorithm is their inner product. So we can replace &( x;)- &( x;)
with a kernel function K( ¥;, x;) without knowing the explicit form
of @.Thisis a particularly useful trick because it is hard to determine
the form of @ in real-world problems. There are several choices for
kernel functions, though, one common choice being the Gaussian
kernel

K(Xl‘,Xj) = e_VHxi—Xsz' 7

Since the form of @ is unknown, the weight vector w cannot be
obtained. However, linear SVM-RFE can be extended to nonlinear
cases via a special strategy. If the removal of a feature causes only
small changes in the objective function Eq. (6), the feature should
be removed [10,11]. This leads to the following ranking criterion
for feature k:

n n
1 1 - -
J) = 3> ciogyyK(xi, x) = 5 > ciegyyKx 0. &0 (8)
i,j=1 ij=1

The notation (—k) means the feature k has been removed, i.e.
x(=K) ¢ R4-1 The above criterion is the difference of Eq. (6) before
and after removing feature k while keeping the «’s unchanged. The
features with small J's will be eliminated in each iteration of RFE.
This criterion is applicable for all kinds of kernels. When the linear
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