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Abstract: The paper presents a novel numerical approach for automatic feedback control system synthesis. 
The controller is supposed to be described by the control function that depends on objects state. The 
developed variational analytic programming method allows to construct automatically the mathematical 
expression of the control function and also to adjust the parameters. The method organizes search of the 
optimal control function over the set of the small variations of the given basic solution. Search efficiency 
depends on the quality of the chosen basic solution. An example of automatic control system synthesis for 
flying robot with state constraints is shown.  
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

1. INTRODUCTION 

The problem of control system synthesis arises when we need 
to perform an automatic mode of robot’s control for example 
to make the robot autonomously follow a certain spatial 
trajectory. To solve the control synthesis problem is to find a 
multidimensional control function. The arguments of this 
control function are the components of the state vector of the 
plant. If we place this control function into the right parts of 
differential equations describing robot’s motion we obtain the 
system of differential equations independent of the 
components of the control vector. Solution of the obtained 
autonomous control system ensures meeting the goal 
objectives from different initial conditions with optimal value 
of the quality criterion.  

To solve the problem of synthesis means to construct the 
control function that depends on object’s state and also tune 
the parameters. Analytical methods apply to a small class of 
the systems like linear system with quadratic functional 
(Letov, Lee and Marcus). Currently the control synthesis 
problem is solved in most cases manually basing on the 
developer’s experience when an engineer construct the 
mathematical expression and then adjust only the parameters.   

We are working on research and development of numerical 
methods to solve the problem of control system synthesis. Our 
method of the network operator solves the problem of control 
synthesis rather successfully (Diveev 2012, 2013). Based on 
the experience and analysis of the problem a researcher gives 
a basic solution. The evolutionary algorithm adjusts the 
mathematical expression and the parameters. The algorithm 
finds the optimal solution on the set of small variations of the 
basic solution. When solving complex control problems for 

effective work of algorithm the researcher must determine the 
proper basic solution. The restriction of the network operator 
consists in the fact that it searches solution on the set of 
functions with one or two arguments, therefore one has to use 
two network operators with arithmetic and logic functions for 
complicated control (Atiencia Vilagomes et al.). The method 
of analytical programming involves functions with any 
number of arguments (Zelinka 2002, 2005). But without using 
the principle of small variations of basic solution it is difficult 
to solve problems of control synthesis, since besides the 
optimal value of goal function the solution also should provide 
the achievement of control objective. We have used the 
principle of small variations of basic solution for the method 
of analytical programming in order to solve the problems of 
control synthesis. We call the new method as a variational 
analytic programming.  

We have considered the problem of control synthesis for flying 
robot as an example. The unmanned flying robot must follow 
the given trajectory in a space. Through the application of the 
method of the variational analytic programming we have 
solved the problem of synthesis and determined the function 
of control which enables to achieve the aim of control for 
different initial values.  

2. VARIATIONAL ANALYTIC PROGRAMMING 

As a method of symbolic regression the variational genetic 
programming allows to present mathematical expressions as 
codes. These codes are compositions of elementary functions. 
Let us define the ordered set of functions with certain number 
of arguments 
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