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1. Introduction

Nonlinear backward stochastic differential equations (BSDEs)
have been introduced by Pardoux and Peng [1]. They gave the
general Feynman-Kac formula for BSDEs coupled with SDEs in [2].
Independently, Duffie and Epstein [3] presented a stochastic dif-
ferential recursive utility, which is a generalization of standard
additive utility with an instantaneous utility depending on not only
the instantaneous consumption rate but also the future utility. As
found by El Karoui et al. [4], the utility process can be regarded
as a solution of BSDE. Reflected backward stochastic differential
equations are a special kind of BSDEs, where a continuous increas-
ing process is introduced to push the solution upward in a kind of
minimal way, in order to keep it above a given stochastic process,
called the “obstacle”. El. Karoui et al. [5] got the existence and
uniqueness of solutions to such reflected BSDEs in two different
ways. This kind of reflected BSDEs has a broad range of applications
in mathematical finance, optimal controls and so on. For example,
El Karoui et al. [6] showed that the prices of American options
correspond to the solutions of reflected BSDEs. Hamadéne and
Lepeltier [7] used reflected BSDEs to solve a mixed optimal control
problem.

Wu and Yu [8] studied one kind of recursive optimal con-
trol problem with obstacle constraint. To be precise, the utility
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functional is described by the solution of a reflected BSDE with
one lower obstacle. They proved that the dynamic programming
principle still holds for this problem under the condition that the
control domain is compact. Moreover, if the problem is formulated
within a Markovian framework, the value function is shown to be
the unique viscosity solution of an obstacle problem for nonlinear
parabolic PDE which is called the Hamilton-Jacobi-Bellman (HJB)
equation. Motivated by its significance of both theory and applica-
tion mentioned above, we attempt to study a sufficient maximum
principle of optimality for this kind of control problem with ob-
stacle constraint, which is also efficient for the mixed optimization
problems. We give such an example with numerical computation
to illustrate the theoretical result.

The rest of this paper is organized as follows. In next section,
we formulate a recursive optimal control problem with obstacle
constraint. In Section 3, we give a sufficient maximum principle
of optimality under convexity and continuity conditions. A mixed
optimal control problem is studied in Section 4 to illustrate our
theoretical result obtained above, where the optimal control and
stopping strategy can be determined. We also provide a numerical
example to demonstrate the optimal result. The last section is
devoted to conclude the novelty and distinctive feature of this

paper.

2. Formulation of the optimal control problem

Let (£2, 7, P) be a complete probability space equipped with a
natural filtration 7; = o{W;,0 < s < t}, where {W;};>¢ is a
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d-dimensional standard Brownian motion defined on the space.
T > O0is a fixed time horizon, and 7 = Fr. We denote by (-)
(respectively, |-|) the scalar product (respectively, norm) for a given
Euclidean space. Moreover, we define the admissible control set ¢/

by

U = { {vt}o<t<r is a U-valued F;-adapted process

T
s.t.IE[/ |v[|2dt] < +oo},
0

where U is a nonempty subset of R'. An element of ¢/ is called an
admissible control.

For a given admissible control, consider the following stochastic
control system:

dx; =b(t, x;, v )dt + o(t, x}, v )dW,,
Xy =,

0<t<T,
(1)

where « € RY is a given constant, and the mappings b(t, X, v) :

[0,T] xR! x U — R% and o(t,x,v) : [0,T] x RY x U — RIxd

satisfy the following assumption:

(H2.1) b, o are continuously differentiable in x for all (t,v) €

[0, T] x U and there exists a constant L > 0 such that

[b(t, x, v)l < L(1+Ix]), |o(t,x, v)| < L(1+ |x]),

[b(t, x, v) = b(t, X', v)| + |o(t, x,v) — o (t, X', v)| < L]x —X|.

Thus, by Theorem 5.2.1 of [9] (see also Theorem 6.3 in Chapter 1

of [10]), (1) admits a unique solution {x;,0 <t < T} forany v € u.
Moreover, let us consider the following controlled reflected

BSDE with the “obstacle” {h(t, x/),0 <t < T}:

T
2 Zg(X¥)+/ f(s, %0, y2, vo)ds + ki — k!
t
T (2)
—/ zJdWs, 0=<t<T,
t

where the mappings f(t,x,y,v) : [0,T] x R x R x U — R,
h(t,x): [0, T] x RY - R,and g(x) : RY — R satisfy the following
assumption:
(H2.2) f, g and h are continuously differentiable in (x, y) for all
(t,v) € [0, T] x U, h(T, x) < g(x) for all x € RY, and there exists a
constant L > 0 such that
(e, %, y, v)l < L1+ Ix] + [yl),
gl < L1+ [x]),
[F (€, %, y, v) = f(t, %, y', v)| + |h(t, x) = h(t, X')| + |g(x) — g(X)]
SUx=X]+1y =Y.
Then by Theorem 5.2 in [5], for any v € ¢, (2) admits a unique
solution {(y{, z/, k{), 0 < t < T} such that

[h(t, x)| < L(1+ |x]),

(1) y{ = h(t,x),0 <t <T,
(ii) {k7} is increasing and continuous, k; = 0 and fOT(yf -
h(t, x}))dk; = 0.

The objective of our problem is to look for an optimality u € ¢/ such
that

o = y5 = supys,
vel

and we denote it by Problem (P).

Remark 2.1. Problem (P) is one kind of recursive optimal control
problem with obstacle constraint y; > h(t,x;),0 < t < T. For
example, if {x,;} represents the investment value and {y;} repre-
sents the recursive utility in a financial market, then the constraint
means that the utility is required to be higher than a given function

of investment value at any time, which is quite reasonable for the
rational investors. More examples for this kind of optimization
problem can be referred to Wu and Yu [8].

3. Sufficient maximum principle

In this section, we shall give a sufficient maximum principle of
optimality for Problem (P). The main tool is Clarke’s generalized
gradient defined as follows (see e.g. [10]):

Definition 3.1. Let G be a region in R". Then for any locally
Lipschitz function ¢ : G — Rand x € G,

" o(z + ty) — ¢(2)
imsup ————

z€G,z—x,t]0 t

dolx) = {e eR" 1 (6.y) = Wy e

is called the Clarke’s generalized gradient of ¢ at x.

Let us assume
(H3.1) The control domain U is a convex body in R'.
(H3.2) The partial derivatives of b, o and f in (x, y) are continuous
in(x,y, v).
Then we have

Theorem 3.2. Let Assumptions (H2.1)-(H2.2) and (H3.1)-(H3.2)
hold. Suppose u is an admissible control and {x;,0 < t < T},
{(y¢, 2¢, k), 0 < t < T} are the corresponding solutions of (1) and
(2), respectively. Define h(t, x) = h(t, x)1i; <1y + g(X)1¢=r}, and
H(t,x,y,P,Q,q,v) = (b(t,x,v),Q) + {a(t, x, v), q)

+ (f(t, x,y,v), P).
For a given F;-stopping time t dominated by T, introduce adjoint
processes {P;}, {Q;} satisfying
dP; =f,(t, X¢, y¢, Ur)Pedt,
Pp=-1,

0<t<r,

(3)
and
—dQ; = [bI(t, Xe, Ue)Qr + UXT(f, Xe, Ue)q¢
+ fxT(t, Xe, Ve, Ug)Peldt — q dWe,
Q. =hl(z,%,)P;.

O<t=<rt, (4

If for any F;-stopping time t dominated by T, fl(t, -) is concave while
H(t, -, -, Pe, Qr, qt, -) is convex, and

H(t, Xe, Ve, Pe, Qr, Ge, Ur) = rlflgilrllH(fJ_‘ts}_/t, P, Qs qe, v),
YveU,t €|[0,], (5)

then u is an optimal control of Problem (P).

Proof. For any v € U, set the stopping time ¢ = inf{0 <t < T :
y{ = h(t, x})}. Let us consider

Yo — Yo = —E[Po(yg — ¥o)l.

Applying Ité’s formula to P(y* — y) and (Q, x* — X) on the time
interval [0, 7] respectively, we have

E[P:(y; — V)] — E[Po(yg — Yo)]

=Ef F(t Xe, Ve, Ue)Pe(yy — ye)dt
0
- E/ Pf(t, x{, yi, ve) — f(E, Xe, Ve, U )]dt
0

— IE/ P.(dk? — dk;),
0
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