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a b s t r a c t

In this paper, a novel iterative learning control (ILC) scheme with input sharing is presented for multi-
agent consensus tracking. Inmany ILCworks for multi-agent coordination problem, each agentmaintains
its own input learning, and the input signal is corrected by local measurements over iteration domain. If
the agents are allowed to share their learned inputs among them, the strategy can improve the learning
process asmore learning resources are available. In thiswork,wedevelop a new type of learning controller
by considering the input sharing among agents, which includes the traditional ILC strategy as a special
case. The convergence condition is rigorously derived and analyzed as well. Furthermore, the proposed
controller is extended to multi-agent systems under iteration-varying graph. It turns out that the
developed controller is very robust to communication variations. In the numerical study, three illustrative
examples are presented to show the effectiveness of the proposed controller. The learning controller with
input sharing demonstrates not only faster convergence but also smooth transient performance.

© 2016 Elsevier B.V. All rights reserved.

1. Introduction

Iterative learning control (ILC), as an effective control strategy,
is designed to improve the current performance of uncertain
systems by fully utilizing the past control experience [1–6]. The
control structure of ILC law is very straightforward. The current
control signal is usually generated by the previous control signal
plus some correction term, which may consist of previous or
current tracking error. ILC is developed for control tasks that repeat
in a fixed time interval, and requires only the system gradient
bounds instead of accurate system model. Due to this appealing
feature and its simplicity in implementation, ILC has been widely
applied in practice, for example, X–Y table, robotic manipulators,
chemical batch reactors, electric motors, etc.

In the past decades, multi-agent coordination problems have
attracted heavy attention from the control community. In par-
ticular, the consensus problem [7–10] has been extensively in-
vestigated since many coordination problems can be formulated
and solved under the framework of consensus, such as the multi-
agent formation, swarming, rendezvous, search and rescue, cover-
age, distributed optimization, sensor fusion, etc. It is observed that
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many industry problems require repetitive executions and coor-
dinations among several subsystems. For instance, from the op-
erational point of view, it is very useful for a group of satellites
orbiting the earth in formation for monitoring or positioning pur-
pose [11]. As the satellite moving around the earth is a periodic
task, the formation problem can fit perfectly in the ILC framework.
Another example is the cooperative load transportation by several
mobile robots [12,13]. Due to the task’s repetitiveness, the coop-
erative transportation can also be studied in the ILC framework.
These observations motivate the study of coordination problem by
ILC. Comparing to the traditional control techniques, such as the
sliding mode control [14] and neural network based adaptive con-
trol [15], there are a number of distinct features about ILC. First, ILC
is designed to handle repetitive tasks. The traditional controlmeth-
ods cannot deal with or take advantage of the periodic nature. Un-
der a repeatable control environment, repeating the same feedback
would yield the same control performance.While by incorporating
learning, ILC is able to improve the control performance iteratively.
Second, the control objective is different. ILC tries to achieve per-
fect tracking,whichmeans the tracking error is uniformly zero dur-
ing thewhole operation interval.Whereas, its counterparts usually
achieve asymptotic error convergence in the time domain. Last but
not least, ILC is one of the model-free control methods. As long as
an appropriate learning gain is chosen, the perfect tracking can be
achieved even when the system parameters are unknown.
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Recently, a number of ILC works for formation control and
consensus tracking problems have been reported in the litera-
ture [16–24]. The distributed ILC laws in these works have a com-
mon structure, that is, each individual agent maintains its own
learning process, and the correction term is synthesized by the
local measurement (extended tracking error). Besides, they have
no communication over their learned information. However, if the
control inputs for some agents are already close to the desired con-
trol signals, these agents may help other agents by sharing their
learned information. Therefore, all the agents in the system will
be better off towards the global objective, i.e., reaching consensus.
Based on this idea, a new type of learning controller is developed
in this work. The new controller has two types of learning mecha-
nisms. On one hand, each agent observes the behavior of the agents
in their neighborhood, and constructs the correction term by its lo-
cal measurement. This is the typical learningmethod in themajor-
ity of consensus literature. On the other hand, each agent shares its
learned control input signal with their neighbors. As such, the two
learningmechanisms are combined inhopeof enhancing the learn-
ing process. The main contribution of this work is the incorpora-
tion of input sharing into the learning controller. The convergence
condition of the proposed controller is rigorously derived and ana-
lyzed. To demonstrate the robustness of the proposed controller to
the communication variations, ILC with input sharing is extended
to multi-agent systems with iteration-varying graph. As the new
learning controller combines two learning mechanisms, the tradi-
tional ILC renders a special case. This point is verified by the con-
vergence condition. To demonstrate the performance of the new
learning controller, three numerical examples are provided in the
end. It shows that the new learning controller not only improves
the convergence rate, but also smooth the transient performance.

This paper is organized as follows. In Section 2, basic terminolo-
gies in graph theory and λ-norm are firstly introduced. Next, the
consensus tracking problem is formulated. Then, the controller de-
sign and convergence analysis are developed in Section 3. In Sec-
tion 4, the proposed controller is extended to multi-agent systems
with iteration-varying graph. To demonstrate the effectiveness of
the results, two numerical examples are presented in Section 5.
Lastly, Section 6 draws the conclusion.

2. Preliminaries and problem formulation

2.1. Preliminaries

Graph theory has been adopted in multi-agent coordination
problem for many decades, and it will be used in this work to
describe the communication among agents. Therefore, the basic
terminologies in graph theory are briefly revisited below.

Let G = (V, E) be a weighted directed graph with the set of
vertices V = {1, 2, . . . ,N} and the set of edges E ⊆ V × V . Let
V also be the index set representing the agents in the networked
systems. A directed edge from k to j is denoted by an ordered pair
(k, j) ∈ E , which means that agent j can receive information from
agent k. In this case, the vertex k is called the parent of j. The set of
neighbors of the kth agent is denoted by Nk = {j ∈ V|(j, k) ∈ E}.
A = (ak,j) ∈ RN×N is the weighted adjacency matrix of G with
nonnegative entries. In particular, ak,k = 0, ak,j = 1 if (j, k) ∈ E ,
and ak,j = 0 otherwise. The in-degree of vertex k is defined as
dink =

N
j=1 ak,j, and the Laplacian of G is defined as L = D − A,

whereD = diag(din1 , . . . , dinN ). A spanning tree is a graph, and each
vertex has exactly one parent except for one vertex which has no
parent and is called the root. A graph is said to have or contain a
spanning tree if the vertices set V and a subset of the edges set E
can form a spanning tree.

Throughout this work, | · | is any generic vector norm, and the
corresponding matrix norm is the induced matrix norm.

Next, we introduce the λ-norm, which is essentially an expo-
nentially time weighted norm.

Definition 1. Given a vector function f : [0, T ] → Rn, its λ-norm
is defined by

∥f∥λ = max
t∈[0,T ]

e−λt
|f(t)|,

where λ is a positive constant.

In the ILC convergence analysis,λ-norm can be used to suppress
the effects of system dynamics and reveal the input output
relations directly, which makes the convergence proof simpler.

2.2. Problem formulation

Consider a group of N homogeneous dynamic agents, and the
jth agent is governed by the following linear time-invariant model,
ẋi,j(t) = Axi,j(t) + Bui,j(t)
yi,j(t) = Cxi,j(t)

∀j ∈ V, (1)

where i denotes the iteration number, xi,j ∈ Rn is the state vector,
yi,j ∈ Rp is the output vector, ui,j ∈ Rm is the control input, and
A, B, C are constant matrices of compatible dimensions. For
simplicity, the time argument, t , is dropped when no confusion
arises.

The desired consensus trajectory, or the (virtual) leader’s
trajectory, is yd(t) defined on a finite-time interval [0, T ], which
is generated by the following dynamics,
ẋd = Axd + Bud,
yd = Cxd,

(2)

where ud is the continuous and unique desired control input.
Due to communication or sensor limitations, the leader’s

trajectory is only accessible to a small portion of the followers. Let
the communication among followers be described by the graph G.
If the leader is labeled by vertex 0, then the complete information
flow among all the agents can be characterized by a new graph
G = {0 ∪ V, E}, where E is the new edge set.

Let the tracking error for the jth agent at the ith iteration
be ei,j = yd − yi,j. Assuming the tracking task is repeatable,
the control objective is to design a set of distributed learning
controllers such that the tracking error converges to zero along the
iteration axis, i.e., limi→∞ ∥ei,j∥ = 0 for j ∈ V , where ∥ei,j∥ denotes
the supremum norm and its defined as ∥ei,j∥ = maxt∈[0,T ] |ei,j(t)|.

To simplify the controller design and convergence analysis, the
following two assumptions are imposed.

Assumption 1. CB is full column rank.

Remark 1. Assumption 1 implies that the relative degree of
system (1) is well defined and it is exactly 1. When CB is not full
rank, high-order derivative of the tracking error can be utilized in
the controller design, and perfect consensus tracking can still be
achieved.

Assumption 2. The initial state of all agents are reset to the desired
initial state at every iteration, i.e., xi,j(0) = xd(0).

Remark 2. Assumption 2 is thewell-known identical initialization
condition (i.i.c.), which is one of the fundamental problems or
postulates in the ILC literature [2]. It has been used in many multi-
agent coordination problems, for example the formation problems
considered in [16,17]. To remove this condition requires either
extra system information or additional control mechanisms. For
example, if the initial state is manipulatable and some of system
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