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Abstract Sensor-fusion based navigation attracts significant attentions for its robustness and accu-

racy in various applications. To achieve a versatile and efficient state estimation both indoor and

outdoor, this paper presents an improved monocular visual inertial navigation architecture within

the Multi-State Constraint Kalman Filter (MSCKF). In addition, to alleviate the initialization

demands by appending enough stable poses in MSCKF, a rapid and robust Initialization MSCKF

(I-MSCKF) navigation method is proposed in the paper. Based on the trifocal tensor and sigma-

point filter, the initialization of the integrated navigation can be accomplished within three consec-

utive visual frames. Thus, the proposed I-MSCKF method can improve the navigation performance

when suffered from shocks at the initial stage. Moreover, the sigma-point filter is applied at initial

stage to improve the accuracy for state estimation. The state vector generated at initial stage from

the proposed method is consistent with MSCKF, and thus a seamless transition can be achieved

between the initialization and the subsequent navigation in I-MSCKF. Finally, the experimental

results show that the proposed I-MSCKF method can improve the robustness and accuracy for

monocular visual inertial navigations.
� 2017 Production and hosting by Elsevier Ltd. on behalf of Chinese Society of Aeronautics and

Astronautics. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/

licenses/by-nc-nd/4.0/).

17

18 1. Introduction

19 Navigation for an isolated target, providing the position, ori-
20 entation, and velocity of the object in an unprepared environ-
21 ment, is a great challenge in the community of Unmanned

22Aerial Vehicles (UAVs),1–3 mobile robot,4 augmented reality,5

23etc. With an accurate state estimation, the target object can
24percept the current pose and do the decision-making for the
25next step, and this technology is becoming ubiquitous in our
26daily life.
27Much work has been done to achieve this assignment, and
28the visual-based approach is typical one for the pose estima-
29tion and the surrounding perception. Liu et al.6 presented a
30high-precision pose estimation based on a binocular vision,
31and the pose can be estimated in real time with the high-
32speed cameras and laser scanning. As an outside-in capturing
33style, this method needs to arrange the location and orienta-
34tion of the observed equipment in advance to avoid the occlu-
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35 sion, lacking generality and flexibility for free moving targets’
36 navigation. Zhou and Tao7 proposed a vision-based naviga-
37 tion method by using marked feature points arranged in a
38 radial shape. Instead of the traditional locating method by
39 PnP, the camera location and outlier points are calculated
40 simultaneously, making the navigation more efficient. Never-
41 theless, this maker-based navigation method can achieve con-
42 siderable accuracy only at the expense of the prior knowledge
43 about the scene.
44 With the progress of the lightweight and cheap micro-
45 electro-mechanical system, the Inertial Measurement Unit
46 (IMU) can provide the position, orientation and velocity pas-
47 sively. However, these consumer-grade IMUs are influenced
48 greatly by the time integration of the systematic error and must
49 be corrected periodically. As a common complementary sen-
50 sor, the Global Positioning System (GPS) is usually used for
51 this correction,8 but it cannot work in the GPS-denied environ-
52 ment for an indoor navigation.9 Thus, Zhu et al.10 proposed an
53 indoor positioning method by fusing the WiFi and inertial sen-
54 sors, but WiFi signals are not available everywhere, limiting a
55 wider application of this method to some extent. As described
56 in the last paragraph,6,7 although there are some limitations by
57 the vision-only navigation method, the accuracy of these pose
58 estimations is reliable. Moreover, the consumer-grade camera
59 and IMU module are ubiquitous in our daily life. For small-
60 size and light-weight applications, such as UAVs and mobile
61 devices, the monocular camera turns out to be a superior
62 visual candidate sensor. Thus, the integrated navigation by
63 combining a monocular camera and an inertial sensor is
64 applied in the paper.
65 In addition, the visual inertial navigation can be catego-
66 rized into filtering-based11 or optimization-based.12 The
67 filtering-based approach requires fewer computational
68 resources by marginalizing past states, but this method may
69 have slightly lower performance due to the early fixing of lin-
70 earization points. However, the optimization-based approach
71 results in a better performance at the expense of higher compu-
72 tational demands. The comparison between filtering-based and
73 optimization-based approaches is detailed.13 Taking the real-
74 time application in the future UAV-like resource-constraint
75 system for consideration, this paper focuses on the filtering-
76 based fusion method with a high efficiency. According to the
77 different combinations of visual and inertial information, the
78 filtering-based sensor fusion solution can be further grouped
79 into loosely-coupled14,15 and tightly-coupled.16,17 The
80 loosely-coupled approach usually consists of a standalone
81 vision-based pose estimation module, such as SVO18 or
82 ORB-SLAM,19 and a separate IMU propagation module.15

83 Due to the lack of cross-relation information between the
84 vision and IMU, the loosely-coupled system is incapable of
85 correcting drifts in the estimator. Tightly-coupled approach
86 performs systematic fusion of the visual and IMU measure-
87 ments, usually leading to better navigation results.12 What is
88 more, as a monocular navigation, the arbitrary scale is a com-
89 mon problem, and the tightly-coupled method is able to
90 implicitly incorporate the metric information from IMU into
91 the 3D scene estimation, removing the need for scale modeling
92 individually. Thus, the tightly-coupled method is adapted for
93 our monocular visual inertial navigation.
94 The most common tightly-coupled visual inertial naviga-
95 tion is to augment the 3D feature positions in the filter state,
96 and concurrently estimates the pose and 3D points.17 This

97method leads to an increasing computational complexity with
98new observed features. To address this problem, the Multi-
99State Constraint Kalman Filter (MSCKF),16 instead of esti-
100mating the positions of landmarks in the state vector, main-
101tains constant computational demands by a sliding window
102of camera poses. Compared with the traditional visual inertial
103navigation in Extended Kalman Filter (EKF), the MSCKF
104method can balance the efficiency and accuracy within a
105larger-scale navigation. After the presentation of the MSCKF,
106a number of improvements have been applied,20,21 and they
107increased the accuracy and online calibration performance
108for MSCKF. Gui and Gu22 proposed a keyframe within the
109direct approach in MSCKF, and it can reduce the computa-
110tional complexity linear to the number of selected patches.
111However, due to minimum length constraint of sliding win-
112dows for state update, the initialization problem in MSCKF
113is still unsolved. Usually, the sensor module had better be kept
114static for a while to achieve initialization, and shocks at the ini-
115tial stage may damage the initialization performance in
116MSCKF. As a highly nonlinear system by fusion of visual
117and IMU measurements, an accurate and robust initialization
118is required to bootstrap the estimator. Hesch et al.11 had
119shown that the performance of visual inertial navigation esti-
120mator relied heavily on the accuracy of initial state, and the
121initialization error would be accumulated in the subsequent
122navigation. In recent years, researchers have made some
123achievements on the initialization of the visual inertial naviga-
124tion. Yang and Shen23 addressed the initialization problem
125based on optimization-based method. They divided the estima-
126tion pipeline into different stages, and the experimental results
127illustrated the validity of the method. But the optimization-
128based initialization is of high computational complexity, and
129the state vector derived from the optimization-based initializa-
130tion is not consistent with the subsequent MSCKF.
131To the best of our knowledge, this is the first paper which
132pays attention to the initialization within MSCKF framework
133for visual inertial navigation. In order to improve the initializa-
134tion performance of MSCKF, a trifocal tensor constraint
135based Initialization MSCKF (I-MSCKF) method is proposed.
136Instead of calculating the 3D map points in the scene, the con-
137straints between successive three images are applied to the ini-
138tial estimator. At the same time, the estimated poses are
139generated and accumulated to satisfy the minimum sliding
140window for MSCKF. In addition, in order to improve the ini-
141tialization accuracy, the sigma-point filter is applied to provid-
142ing superior approximation for the nonlinear system. Thus,
143with the proposed I-MSCKF method, the robustness and
144accuracy of initialization can be improved, resulting in a supe-
145rior performance for the monocular visual inertial navigation.
146The overall workflow of the proposed I-MSCKF method is
147depicted in Fig. 1. The combination of trifocal tensor and
148sigma-point filter is applied to the initialization, and then the
149seamless transform for the subsequent state estimation is pro-
150vided to MSCKF. Finally, the state estimation can be output
151by the monocular visual inertial navigation.
152The following sections are organized as follows. Section 2
153introduces the IMU propagation model and the MSCKF
154method. In Section 3, the trifocal tensor and the sigma-point
155filter for initialization are depicted. In Section 4, the perfor-
156mance of the proposed I-MSCKF method is demonstrated
157by different experiments. Finally, the conclusions of the study
158are summarized in Section 5.
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