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Abstract Classic maximum entropy quantile function method (CMEQFM) based on the probabil-

ity weighted moments (PWMs) can accurately estimate the quantile function of random variable on

small samples, but inaccurately on the very small samples. To overcome this weakness, least square

maximum entropy quantile function method (LSMEQFM) and that with constraint condition

(LSMEQFMCC) are proposed. To improve the confidence level of quantile function estimation,

scatter factor method is combined with maximum entropy method to estimate the confidence inter-

val of quantile function. From the comparisons of these methods about two common probability

distributions and one engineering application, it is showed that CMEQFM can estimate the quan-

tile function accurately on the small samples but inaccurately on the very small samples (10 sam-

ples); LSMEQFM and LSMEQFMCC can be successfully applied to the very small samples;

with consideration of the constraint condition on quantile function, LSMEQFMCC is more stable

and computationally accurate than LSMEQFM; scatter factor confidence interval estimation

method based on LSMEQFM or LSMEQFMCC has good estimation accuracy on the confidence

interval of quantile function, and that based on LSMEQFMCC is the most stable and accurate

method on the very small samples (10 samples).
� 2016 Production and hosting by Elsevier Ltd. on behalf of Chinese Society of Aeronautics and

Astronautics. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/

licenses/by-nc-nd/4.0/).

1. Introduction

The estimation of quantile function to test samples is com-
monly encountered in the reliability analysis of engineering
system (such as aviation product properties). In traditional
methods of statistical inference, the steps for quantile function

estimation involve fitting an analytical probability distribution
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that is judged empirically from the available sample data, and
then distribution parameters are suitably estimated using
methods such as maximum likelihood method or least square

method. However the bias and efficiency of quantile function
estimate remain sensitive to the type of assumed distribution.

An alternative approach for the distribution fitting comes

from the modern information theory in which a robust mea-
sure of probabilistic information, the entropy, has been devel-
oped. The maximum entropy principle is presented as a

rational approach for choosing the least biased probability dis-
tribution among all possible distributions which are consistent
with available sample data and contain the minimum amount
of spurious information. In Refs.1,2, the maximum entropy is

used to characterize a large number of discrete and continuous
distributions under certain constraints. In Refs.3–6, the maxi-
mum entropy is applied in the engineering problems, and com-

pared with the common probability distributions. In Refs.7,8,
the maximum entropy is also applied in the climate science
to estimate the probability distribution of rainfall amount,

temperature and emissivity. There are also some researches
to improve the performance of maximum entropy. Maximum
entropy is combined with adaptive importance sampling for

modeling different kinds of loss distributions.9 The maximum
entropy method is incorporated into Bayesian probability the-
ory to estimate the distribution of intensity of weighted
image.10 The minimum Kullback entropy rather than the max-

imum entropy is used in the derivation of exponential distribu-
tion with given mean and variance.11 The maximum entropy
method is combined with bootstrap method to resolve the

problem about parameter estimation under the condition that
the number of test times is small while at every test time, the
number of test data is large.12 The maximum entropy method

is combined with the Monte Carlo simulation to estimate the
dam overtopping probability.13

However, the estimates of higher order moments (order

>2) from small samples (size less than 30) tend to have large
sampling errors. The maximum entropy distribution derived
from poor moment estimates would lead to inaccurate quantile
values.14–16 This difficulty can be circumvented by using the

probability weighted moments (PWMs) in place of ordinary
moments. The PWMs are firstly introduced by Greenwood
and Landwehr17 The PWMs can be viewed as the expectations

of order statistics and moments of the quantile function of any
nonnegative random variable. In contrast with ordinary
moments, PWMs are less sensitive to the effects of sampling

variability. Also higher order PWMs can be accurately esti-
mated from small samples, because they are linear combina-
tions of the observed sample values.18 PWMs shows the
potential to provide a robust solution to characterizing the sta-

tistical nature of the underlying distributions especially for
small samples. For this reason, PWMs have been extended
to a variety of field of science and engineering.19–21 But there

will be some sampling errors on the very small samples (size
less than 10), which can be verified in Section 4.

Because of expensiveness of aviation product and high test

cost, the test is conducted only on the small samples. There will
be some errors between the estimated quantile function and
theoretical quantile function on the very small samples, so

scatter factor method is introduced to estimate the confidence
interval of quantile function, where there is assigned probabil-
ity for including the theoretical quantile function.22 The scatter
factor is widely used to estimate the fatigue life of air plane and

air engine components.23,24 In Ref.25, life scatter factor method
based on kth order experiment life with logarithm normal dis-
tribution is deduced. In Refs.26–28, the scatter factor formula is

deduced for common probability distributions and has a good
application in the aviation product. But there is a weakness
that probability distribution type and distribution parameters

of the random variable must be determined before it is used.
In this paper, to overcome the low accuracy of classic max-

imum entropy quantile function method (CMEQFM) on the

very small samples, least square maximum entropy quantile
function method (LSMEQFM) and that with constraint condi-
tion (LSMEQFMCC) are proposed. To improve the confi-
dence level of quantile function estimate, scatter factor

method is introduced. The results show that LSMEQFMCC
is the most stable and accurate method for quantile function
estimate on the very small samples.

2. Maximum entropy quantile function methods

2.1. CMEQFM

For a continuous random variable X, with the quantile func-

tion xðuÞ where uðxÞ ¼ PðX 6 xÞ is the cumulative distribution
function (CDF) and 0 6 uðxÞ 6 1, the classic maximum
entropy of quantile function xðuÞ is defined as12,14,16,20,21,29

max S ¼ �R 1

0
xðuÞ ln xðuÞdu

s:t:
R 1

0
u jxðuÞdu ¼ bj j ¼ 0; 1; . . . ;m

(
ð1Þ

where S is the entropy of quantile function xðuÞ; bj is the one

form of PWMs; m is the highest order of PWMs considered in

the analysis.
From an ordered random sample of X with size n

ðx1 6 x2 6 � � � 6 xnÞ, bj can be obtained as

bj ¼ 1

n

Xn
i¼1

i� 1

j

� �
n� 1

j

� ��
xi

� �
ð2Þ

To account for constraints Eq. (2), the entropy function is
augmented as

�S ¼ �
Z 1

0

xðuÞ ln xðuÞdu� ðk0 � 1Þ
Z 1

0

xðuÞdu� b0

� �

�
Xm
j¼1

kj

Z 1

0

u jxðuÞdu� bj

� �
ð3Þ

where kj denotes an unknown Lagrangian multiplier. To derive

the quantile function, the entropy is maximized using the fol-
lowing condition

@ �S

@xðuÞ ¼ 0 ð4Þ

Substituting Eq. (3) into Eq. (4) with subsequent simplifica-
tion leads to quantile function as

xðuÞ ¼ exp �
Xm
j¼0

kju
j

 !
ð5Þ

Substituting Eq. (5) into
R 1

0
xðuÞdu ¼ b0, we can write k0 as

k0 ¼ ln

Z 1

0

exp �
Xm
j¼1

kju
j

 !
du=b0

" #
ð6Þ
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