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A B S T R A C T

The wind speed forecasting is an important technology for the management of the wind energy. In this study, a
new hybrid framework using the WPD (Wavelet Packet Decomposition), the CEEMDAN (Complete Ensemble
Empirical Mode Decomposition) and the ANN (Artificial Neural Network) is proposed for wind speed multi-step
forecasting. In the proposed framework, the WPD is employed to decompose the original wind speed series into a
series of sub-layers, while the CEEMDAN is adopted to further decompose all the obtained sub-layers into a
number of IMFs (Intrinsic Mode Functions). Finally, three types of ANN models, including the BP (Back-propa-
gation Neural Network) models, the RBF (Radial Basis Function Neural Network) models and the GRNN (General
Regression Neural Network) models, are utilized to complete the predicting computation for the decomposed wind
speed series, respectively. To investigate the prediction performance of the presented framework, nine models
are included in the comparisons as: the BP model, the WPD-BP model, the WPD-CEEMDAN-BP model, the RBF
model, the WPD-RBF model, the WPD-CEEMDAN-RBF model, the GRNN model, the WPD-GRNN model and the
WPD-CEEMDAN-GRNN model. Two experimental results indicate that: the proposed WPD-CEEMDAN-ANN
models have better performance than the involved corresponding ANN models and WPD-ANN models in three-
step predictions.

1. Introduction

With the increasing demand for electricity, wind energy, which is
clean and abundant, has drawn widespread attention [1]. In the past
years, wind energy has rapidly developed. However, since the wind
power is intermittent and non-stationary, it is difficult to enable reliable
guidance for the wind energy management [2]. To overcome this pro-
blem, many technologies are used. One of the main technologies is wind
forecasting [3].

Over the past few decades, numerous research studies on wind
predictions have been presented by using the physical methods [4].

Howard et al. [5] presented the physical model based on the correction
and down-scaling method. Pelikan et al. [6] designed the empirical
model by using the physical parameters. Kavasseri et al. [7] built the
wind speed forecasting models based on the f-ARIMA methods. Erdem
et al. [8] investigated the wind speed and direction prediction perfor-
mance of some ARMA based approaches. Zhou et al. [9] proposed the
improved SVM (Support Vector Machine) models for short-term wind
speed forecasting. Shrivastava et al. [10] adopted the SVM models for
interval forecasts. Sun et al. [11] established the hybrid model based on
the FEEMD (Fast Ensemble Empirical Mode Decomposition) and RELM
(Regularized Extreme Learning Machine). Among these models, the
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hybrid methods often have better prediction performance than the
single models [12], therefore they have attracted increasing attention
[13]. Generally, the hybrid methods contain decomposition algorithms

and prediction algorithms [14].
Since the decomposition algorithms can reduce the non-stationary

characteristics of the time series, they are widely adopted in the hybrid
methods for the wind predictions. Wang et al. [15] investigated a novel
wind speed forecasting method using the EEMD (Ensemble Empirical
Mode Decomposition), the GA (Genetic Algorithm) and the BP. The cases
study validated that the proposed model was more accurate than the
GA-BP model. Qin et al. [16] established a hybrid wind speed interval
forecasts approach based on the WD (Wavelet Decomposition), the CSA
(Cuckoo Search Algorithm) and the BP. The WD was applied to reduce
the high-frequency components, the CSA was incorporated into BP for
parameters optimization and the BP was used to forecast the lower and
upper bounds. The results demonstrated that the established approach
could obtain high quality interval forecasts. Kiplangat et al. [17] de-
monstrated a hybrid method based on the WD and the simple linear
models. The numerical results confirmed that the WD-AR model had
higher prediction accuracy than the AR model. Zhang et al. [18]

Table 1
Summary of the previous research on the wind speed decomposition algorithms.

Decomposition algorithms Researchers

WD Qin et al. [16], Kiplangat et al. [17], Wang et al.
[19], Tascikaraoglu et al. [21]

WPD Wang et al. [20], Meng et al. [22]
EEMD Wang et al. [15]
FEEMD Sun et al. [11]
CEEMDAN Zhang et al. [18],
OVMD Zhang et al. [23]
SSA Xiao et al. [24], Wang et al. [25]
WPD-FEEMD Liu et al. [26]
FEEMD-VMD Wang et al. [27]

Table 2
Summary of the previous research on the wind speed prediction algorithms.

Prediction algorithms Researchers

NWP Howard et al. [5], Pelikan et al. [6]
AR/ARMA/AMIMA/f-ARIMA Kavasseri et al. [7], Erdem et al. [8], Kiplangat et al. [17], Maatallah et al. [36]
BP/RBF/GRNN/CNN/ELM/RELM/Elman/ANFIS/

ESN/Adaboost
Salcedo-sanz et al. [1], Wu et al. [2], Liu et al. [3], Zhang et al. [4], Sun et al. [11], Liu et al. [12], Liu et al. [14], Wang et al.
[15], Qin et al. [16], Zhang et al. [18], Wang et al. [19], Meng et al. [22], Zhang et al. [23], Xiao et al. [24], Wang et al.
[25], Liu et al. [26], Wang et al. [27], Ren et al. [29], Sheela et al. [34], Feng et al. [35]

SVM/v-SVM/LSSVM Zhang et al. [4], Zhou et al. [9], Shrivastava et al. [10], Liang et al. [13], Wang et al. [20], Santamaría-Bonfil et al. [30],
Jiang et al. [31], Zhang et al. [33], Feng et al. [35]

KF Shukur et al. [38]
Chaotic time series model Tascikaraoglu et al. [21], Guo et al. [32]
SAM/ESM/SEA/SAC Wang et al. [28], Zhang et al. [37]
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Fig. 1. The proposed hybrid prediction frame-
work.
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