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a b s t r a c t

Accurate forecasting of renewable energy sources plays a key role in their integration into the grid. This
paper proposes a hybrid solar irradiance forecasting framework using a Transformation based K-means
algorithm, named TB K-means, to increase the forecast accuracy. The proposed clustering method is a
combination of a new initialization technique, K-means algorithm and a new gradual data transformation
approach. Unlike the other K-means based clustering methods which are not capable of providing a fixed
and definitive answer due to the selection of different cluster centroids for each run, the proposed
clustering provides constant results for different runs of the algorithm. The proposed clustering is
combined with a time-series analysis, a novel cluster selection algorithm and a multilayer perceptron
neural network (MLPNN) to develop the hybrid solar radiation forecasting method for different time
horizons (1 h ahead, 2 h ahead, . . ., 48 h ahead). The performance of the proposed TB K-means clustering
is evaluated using several different datasets and compared with different variants of K-means algorithm.
Solar datasets with different solar radiation characteristics are also used to determine the accuracy and
processing speed of the developed forecasting method with the proposed TB K-means and other
clustering techniques. The results of direct comparison with other well-established forecasting models
demonstrate the superior performance of the proposed hybrid forecasting method. Furthermore, a
comparative analysis with the benchmark solar radiation forecasting models shows that the proposed
model gives better forecasting results.

� 2016 Published by Elsevier Ltd.

1. Introduction

Renewable energy forecasting is a rapidly evolving field. Accu-
rate forecasting of photovoltaic (PV) sources makes them more
reliable and their implementation more widespread. PV prediction
is challenging due to changing weather patterns, solar radiation,
and potential mathematical modeling errors [1]. An accurate fore-
cast requires a model accounting for all these variables. This data, if
processed appropriately, significantly improves the accuracy of the
forecast. Several data processing algorithms have been used to
characterize irregular solar irradiance datasets and provide a data
mining-based prediction technique. Cluster analysis plays an
important role in solving many problems in unsupervised pattern
recognition [2]. In the field of renewable energy forecasting, this
technique allows handling groups of data separately, which by
identifying anomalies and neglecting outliers, provides a better

understanding of the collected information and improves the accu-
racy of the final forecast results. Several clustering methods have
been used to provide a pattern-based prediction technique for
solar irradiance [3–21]. In Ref. [3], a new fuzzy inference method
was introduced to predict hourly global solar irradiation based
on the daily clearness index. In this method, fuzzy c-means
(FCM) clustering is established to find optimal values for the mem-
bership function parameters. Performance and limitations of the
model were evaluated using data from 10 European stations with
latitudes between 40� and 50� northern. The accuracy of the model
was shown to be adequate for forecasting the performance of
photovoltaic systems in this band of latitudes. Ref. [4] proposed a
new time series clustering technique to reduce the computational
complexity of smart grid optimization problems in applications
involving optimum estimation and forecasting of renewable
energy consumption. A hybrid forecasting technique was pre-
sented in Ref. [5] to predict the hourly power output for a photo-
voltaic (PV) system. The proposed hybrid method was a
combination of the deterministic annealing (DA) clustering tech-
nique, an improved version of the particle swarm optimization
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(PSO) algorithm, generalized radial basis function network
(GRBFN), and weight decay (WD) method for forecasting. Ref. [6]
introduced a short term PV generation forecasting by synthesis
self-organizing maps (SOM), algorithm and wavelet neural net-
works. SOM clustered the weather data and seasonal variations
and the wavelet neural network created forecasting models for
each cluster sample. However, the SOM algorithms may converge
to non-optimal clustering results depending on the initialization
and learning rate considered for the algorithm. In addition, neigh-
borhood violations occur if the output space topology does not
match with the data shape. In Ref. [7], an adaptive model is pro-
posed based on artificial neural networks (ANN) learning tech-
nique to forecast global, direct and diffuse solar radiation from
air temperature, relative humidity and sunshine hour values. Ref.
[8] developed a method based on clustering and learning vector
quantity (LVQ) for predicting solar flares. K-means algorithm was
used to cluster imbalanced data and provide better training data-
sets. The LVQ method was then utilized to organize the datasets
into class labels to indicate whether the solar flare happens in
the next 24 h or not. However, the accuracy of the LVQ method
is highly dependent on the initialization of the model as well as
the learning parameters used (learning rate, training iterations,
etc.). The accuracy is also dependent on the class distribution of
the training data. A good distribution of samples is required to con-
struct useful models. Moreover, it is difficult to determine the
appropriate number of codebook vectors for a given problem.
Ref. [9] proposed a novel solar radiation forecasting model using
an adaptive neuro-fuzzy inference system (ANFIS) based upon
day of the year as the only input. It was shown that the ANFIS
model plays an important role in the field of solar radiation fore-
casting. However, computational complexities of the ANFIS model
including the determination of network parameters such as num-
ber and type of membership functions, number of rules for each
input variable, number of membership functions for each output
variable, and finding the optimal learning parameters limit its
functionality for short term forecasting. Support vector regression
(SVR) methodology was used in Ref. [10] to forecast the horizontal
global solar radiation based on the daily hours of sunshine and
daylight as effective inputs. The obtained results showed that the
proposed method is appropriate to forecast the monthly average
daily global solar radiation with high precision levels. Support vec-
tor machine was combined with wavelet transform algorithm
(SVM-WT) for feature extraction and was used in conjunction with
artificial neural network (ANN) and genetic algorithm (GA) to esti-
mate the monthly average daily global solar radiation [11]. The
results indicated that SVM-WT increases the forecasting accuracy.
However, the major limitation of SVM lies in the choice of the ker-
nel function. It also has several key parameters that need to be set
correctly to achieve the appropriate results for any given problem.
In addition, the performance of SVM degrades as the number of
features increases. Ref. [12] proposed a novel multimodal frame-
work for solar radiation forecasting. The framework was based
on the assumption that there are several patterns in the stochastic
component of solar radiation series. The time series data were clas-
sified into multiple subsequences. The K-means algorithm was
then applied to group the subsequences into different clusters.
Finally, the time-delay neural network (TDNN) was trained to
model a specific pattern in each cluster. The pattern corresponding
to the current time was then determined for the forecasting pur-
pose. This process was followed by selecting the appropriate
trained TDNN model. K-means clustering and auto regressive neu-
ral networks (NAR) were combined with Ref. [13] to develop a
hybrid method for solar forecasting. K-means clustering algorithm
was used in Ref. [14] to predict wind and PV energy production. A
hybrid of K-means algorithm and cumulative distribution function
was presented in Ref. [15] that uses a daily clearness index for solar

forecasting. The efficiency of the K-means is highly related to the
initial cluster centroids and randomly selecting the initial centroids
may lead to incorrect results. K-means is also quite sensitive to
noisy data, which can influence the accuracy of forecasts [17].

Ref. [18] proposed a novel hybrid method by combining satel-
lite image analysis with exponential smoothing state space (ESSS)
model and artificial neural network (ANN) for solar radiation fore-
casting. Geostationary satellites as a weather information provider,
allows self-organizing map (SOM) method to derive and analyze a
cloud cover index. The ESSS model was used for cloud cover index
forecasting. ANN technique was then applied to estimate solar
radiation based on the predicted cloud cover index.

Ref. [19] proposed a hybrid method by combining SOM, support
vector regression (SVR) and particle swarm optimization (PSO) for
hourly solar radiation forecasting. First, the input space was
divided into several disjointed regions or clusters by SOM algo-
rithm. The characteristic correlation between the actual and pre-
dicted values was then calculated by the SVR models. PSO
algorithm was used to deal with the volatility of SVR with different
parameters. This led to a better performance of the SVR models for
solar forecasting. The SOM algorithm, if not initialized and trained
appropriately, converges to a local optimum. In addition, the com-
putational complexity of the algorithm limits its application for
large-volume or high-dimensional dataset. Moreover, its neighbor-
hood preserving feature violates when the output space topology
does not match with the structure of the data in the input space.

A solar radiation estimation method was presented in Ref. [20].
This method used a combination of the satellite images, solar radi-
ation data and a variety of other atmospheric and weather satellite
data to generate solar radiation maps to study the sun and its
behavior at different geographical coordinates (latitude and longi-
tude). The method is however not applicable for regions with the
view limitations of the Solar Geographical Information System
(SolarGIS) such as United States, Canada, Northern European coun-
tries, Japan, and parts of Australia. Ref. [21] proposed a hybrid
machine learning (ML) method by combining support vector
regression (SVR), gradient boosted regression (GBR) and random
forest regression (RFR) to improve the initial radiation forecasts
provided by the state-of-the-art European Center for Medium
range Weather Forecasting (ECMWF) model. Based on the evalua-
tion made in this paper, the ECMWF with SVR method enhanced
the solar forecasting accuracy.

The chaotic nature of the solar data disrupts the neural network
learning process and presents the forecasting results with high
errors, especially when a cloudy day appears after a number of suc-
cessive clear days [22]. In this paper, we propose a novel clustering
approach named TB K-means to group the solar time series data
into clusters to better identify its anomalies and irregular patterns.
The proposed clustering method splits the training data into mul-
tiple clusters. This technique allows handling groups of data sepa-
rately, which by better detecting anomalous data points (outliers)
and irregular patterns, provides a better characterization for the
collected data. Clustering the solar data provides the most appro-
priate portion of the data rather than the whole data to be used
for the NN training. This leads to deep learning for neural networks
and improving the accuracy of solar forecasting. The proposed
clustering method combines a new initialization technique,
K-means algorithm and a new gradual data transformation
approach to appropriately select the initial cluster centroids and
move the real data into the locations of the initial cluster centroids
that are closer to the actual positions of the associated data. By
doing this, the data are placed in an artificial structure. The inverse
transformation is then performed to gradually move back the
pathological data to their original places. During this process,
K-means updates the clustering centroids after any changes in
the data structure. This increases the clusters’ coherence during
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