
Accepted Manuscript

Bayesian inference with reliability methods without knowing the
maximum of the likelihood function

Wolfgang Betz, James L. Beck, Iason Papaioannou, Daniel Straub

PII: S0266-8920(17)30190-X
DOI: https://doi.org/10.1016/j.probengmech.2018.03.004
Reference: PREM 2962

To appear in: Probabilistic Engineering Mechanics

Received date : 24 August 2017
Revised date : 25 January 2018
Accepted date : 29 March 2018

Please cite this article as: W. Betz, J.L. Beck, I. Papaioannou, D. Straub, Bayesian inference with
reliability methods without knowing the maximum of the likelihood function, Probabilistic
Engineering Mechanics (2018), https://doi.org/10.1016/j.probengmech.2018.03.004

This is a PDF file of an unedited manuscript that has been accepted for publication. As a service to
our customers we are providing this early version of the manuscript. The manuscript will undergo
copyediting, typesetting, and review of the resulting proof before it is published in its final form.
Please note that during the production process errors may be discovered which could affect the
content, and all legal disclaimers that apply to the journal pertain.

https://doi.org/10.1016/j.probengmech.2018.03.004


Bayesian inference with reliability methods without
knowing the maximum of the likelihood function

Wolfgang Betza,∗, James L. Beckb, Iason Papaioannoua, Daniel Strauba

aEngineering Risk Analysis Group, Technische Universität München, 80333 München, Germany
bDivision of Engineering and Applied Science, California Institute of Technology, Pasadena, CA 91125

Abstract

In the BUS (Bayesian Updating with Structural reliability methods) approach, the un-

certain parameter space is augmented by a uniform random variable and the Bayesian

inference problem is interpreted as a structural reliability problem. A posterior sample

is given by an augmented vector sample within the failure domain of the structural re-

liability problem where the realization of the uniform random variable is smaller than

the likelihood function scaled by a constant c. The constant c must be selected such

that 1/c is larger or equal than the maximum of the likelihood function, which, how-

ever, is typically unknown a-priori. For BUS combined with sampling based reliability

methods, choosing c too small has a negative impact on the computational efficiency.

To overcome the problem of selecting c, we propose a post-processing step for BUS

that returns an unbiased estimate for the evidence and samples from the posterior dis-

tribution, even if 1/c is selected smaller than the maximum of the likelihood function.

The applicability of the proposed post-processing step is demonstrated by means of

rejection sampling. However, it can be combined with any structural reliability method

applied within the BUS framework.
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