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Abstract: This paper presents a technique for optimal H2 tuning of a fixed-order and fixed-
structure controller for SISO plant represented by a state-space realization. The proposed
technique is based on minimization of some H2 proximity criterion for transfer functions of
closed-loop control system and its implicit reference model (internal model control) subject to
restrictions onto H∞ norm of transfer function of closed-loop system guaranteeing its stability.
Proposed tuning algorithm for the controller parameters uses estimates of the plant parameters
obtained via parametric identification. It is shown that necessary conditions for minimum of
H2 norms of open and closed-loop systems coincide with necessary conditions for minimum of
Frobenius norm of a matrix tuning polynomial linearly depending on the controller parameters.
The proposed technique is illustrated by a numerical example.

Keywords: Fixed-order controller, optimal tuning, internal model control.

1. INTRODUCTION

The problem of fixed-order and fixed-structure controller
tuning has been known for more than half a century
starting from Ziegler and Nichols (1942) as one of the
classic problems of the control theory. Great number
of papers and several monographs are devoted to this
problem (see e.g. Astrom and Hagglund (2006)), Datta
et al. (2000). Analytic methods based on information on
structure and form of plant mathematical model play the
main role among the methods for solving this problem.
These include:

• tuning methods based on solving the controller design
problem comprising LMI-based methods;

• automatic tuning methods based on application of
relay feedback;

• methods based on indirect adaptive control, or im-
plicit reference model (internal model control).

For recent two decades, many papers devoted to applica-
tion of powerful H2 and H∞ optimization tools to design
and tuning problems for fixed-structure controllers have
been presented, e.g. by Balandin and Kogan (2007), Bao
et al. (1999), Genc (2000), McFarlane and Glover (1992),
Polyak and Scherbackov (2003), Tan et al. (2002), Zhou
et al. (1996).

In paper of McFarlane and Glover (1992), a practically
effective solution for fixed-order controller tuning problem
was obtained. It is based on shaping frequency responses
of open control loop by means of pre- and post-filters (loop
shaping) in conjunction with minimizing H∞ norm of
closed-loop system. The controller tuning problem is close
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to the plant identification problem that implies application
of constrained and unconstrained optimization technique
for finding optimal controller tuning algorithms in model
matching problem (see e.g. Morari and Zafiriou (1989),
Poznyak (1991)) and, in particular, in internal model
control.

2. PROBLEM STATEMENT

Consider a linear continuous time invariant control system
consisting of the dynamic plant and fixed-order controller[

ẋp(t)
y(t)

]
=

[
Ap Bp

Cp 0

] [
xp(t)
u(t)

]
, (1)[

ẋc(t)
u(t)

]
=

[
Acm Bc

Ccm Dc

] [
xc(t)

g(t) − y(t)

]
, (2)

where xp(t) ∈ R
np is the plant state, y(t) ∈ R

1 is
the plant output, u(t) ∈ R

1 is the control, xc(t) ∈
R

nc is the controller state, g(t) ∈ R
1 is the reference

signal, and the matrices Ap, Bp, Cp, Acm, Bc, Ccm, and Dc

have appropriate dimensions. Assume that plant (1) is
completely controllable and observable, the state-space
realizations (Ap, Bp, Cp) and (Ac, Bc, Cc,Dc) are minimal,
and the matrices Ap, Bp, and Cp are known or can be
defined via parametric identification. Also assume g(t) ∈
L2[0,+∞). We are interested in tracking the reference
input for arbitrary set of plant parameters inside of some
bounded region Σ. It is assumed that controller (2) has
fixed structure. The feature of controller tuning consists in
that the controller structure can not be changed in course
of tuning procedure, i.e. the given matrices Acm and Ccm

are fixed, and only the elements of the matrix Bc and scalar
value Dc are to be adjusted. Such situation appears, for
instance, when controller (2) is a PID controller. Denote
the generalized tuning vector G � [ Bc Dc ]. The goal of
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the considered controller tuning problem based on the
constancy principle for internal model of control loop
consists in reaching the identity

ym(t) ≡ y(t), (3)
where ym(t) is the output of implicit (virtual) reference
model of system (1)–(2) under condition that the plant
input is fed by test signal g(t), and the plant parameters
belong to some admissible and bounded set

Σ = {Ap, Bp, Cp :

apij � apij � apij , bpi � bpi � bpi, cpj � cpj � cpj

}
.

The implicit reference model for system (1)–(2) is given
by [

ẋpm(t)
ym(t)

]
=

[
Apm Bpm

Cpm 0

] [
xpm(t)
um(t)

]
, (4)[

ẋcm(t)
um(t)

]
=

[
Acm Bcm

Ccm Dcm

] [
xcm(t)

g(t) − ym(t)

]
, (5)

where the state vectors of plant and controller, as well as
the plant output and control vectors have the same dimen-
sions as similar vectors in system (1)–(2). The controller
tuning procedure after the plant identification has been
done consists of two stages:

• synthesis of the controller parameters for nominal
mode;

• optimal controller tuning according to given tuning
criterion.

At that, it is assumed that the plant parameters at zero
time take on any constant values from the admissible set
Σ.

The goal condition (3) in frequency domain under assump-
tion of zero initial conditions is given by the identities

Φ(jω) ≡ Φm(jω) ∀ω ∈ (−∞,+∞), (6)
W (jω) ≡ Wm(jω) ∀ω ∈ (−∞,+∞), (7)

where W (s) and Φ(s) = W (s)
1+W (s) are the transfer functions

of open- and closed-loop systems, Wm(s) and Φm(s) =
Wm(s)

1+Wm(s) are that of open- and closed-loop reference model,
correspondingly. For nominal mode we have W (s) =
Wm(s). Let us pass from the identity of transfer functions
to the identity of polynomials generated by these transfer
functions. This corresponds to the following polynomial
controller tuning equation:

Cp(sI − Ap)−1BpCcm(sI − Acm)−1Bc

+ Cp(sI − Ap)−1BpDc

= Cpm(sI − Apm)−1BpmCcm(sI − Acm)−1Bcm

+ Cpm(sI − Apm)−1BpmDcm.

Applying series expansion of resolvents in left- and right-
hand parts of the last equality and multiplying its both
parts to the product of characteristic polynomials of the
plant, controller, and implicit reference plant and con-
troller models, we obtain the following equality of the
matrix polynomials

P1s
2nc+np−1 + · · · + P2nc+np−1s + P2nc+np

= N1s
2nc+np−1 + · · · + N2nc+np−1s + N2nc+np

. (8)

Define the adaptability matrices
L = [ Lµ1 Lµ2 ] , NT =

[
NT

µ1 NT
µ2

]

and the tuning functional J1 as follows

J1 =
2nc+np−1∑

µ=0

tr (Pµ − Nµ)T(Pµ − Nµ),

Pµ =
2∑

η=1

LµηGη, Nµ = Nµ1 + Nµ2,

Lµ1 =
nc∑

σ=0

nc−1∑
i=j

np−1∑
η=ν

amσacmη+1aj+1CpA
i−j
p BpCcmAcm,

Lµ2 =
nc∑

σ=0

nc−1∑
i=j

np∑
ν=0

amσacmνai+1CpA
i−j
p Bp,

∀σ, ν, j : σ + ν + j = µ,

Nµ1 =
nc∑

σ=0

nc−1∑
i=j

np−1∑
η=ν

aσacmη+1ai+1CpmAi−j
pm BpmCcmAη−ν

cm Bcm,

Nµ2 =
nc∑

σ=0

nc−1∑
i=j

np∑
ν=0

aσacmνai+1CpmAi−j
pm BpmDcm,

∀σ, ν, j : σ + ν + j = µ,

where ai, ami, acmi are the coefficients of the characteristic
polynomials of the plant, implicit reference model of plant
and controller, respectively.

To find the minimum of the functional J1, one need solve
the equivalent matrix equation

LG = N (9)

in the matrix G =
[
BT

c Dc

]T
(see Yadykin (1985))

The matrix Gopt minimizing the functional J1 is the
solution to this equation:

Gopt = L†N, (10)

where L† denotes the Moor-Penrose generalized inverse of
the matrix L.

Identity (8) can be rewritten as

Mc(jω)Mp(jω)
Qc(jω)Qp(jω)

=
Mo(jω)
Qo(jω)

≡ Mom(jω)
Qom(jω)

=
Mcm(jω)Mcm(jω)
Qcm(jω)Qcm(jω)

∀ω ∈ (−∞,+∞), (11)
where Mo(s),Mc(s),Mp(s) are the numerator polynomials
of transfer functions of the open-loop system, controller,
and plant, Qo(s), Qc(s), Qp(s) are the denominator poly-
nomials of these transfer functions, repectively. Denote

Mo(jω)Qom(jω) � Po(s),

Mom(jω)Qo(jω) � Qo(s),

Fo(s) � Po(s) − Qo(s), (12)

Fo(s) =
2nc+np−1∑

i=0

(Pi − Ni)si.

Define the following controller tuning functional
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