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a b s t r a c t

Global sensitivity analysis is widely used in many areas of science, biology, sociology and policy planning.
The variance-based methods also known as Sobol' sensitivity indices has become the method of choice
among practitioners due to its efficiency and ease of interpretation. For complex practical problems,
estimation of Sobol' sensitivity indices generally requires a large number of function evaluations to
achieve reasonable convergence. To improve the efficiency of the Monte Carlo estimates for the Sobol'
total sensitivity indices we apply the control variate reduction technique and develop a new formula for
evaluation of total sensitivity indices. Presented results using well known test functions show the
efficiency of the developed technique.

& 2014 Elsevier Ltd. All rights reserved.

1. Introduction

Global sensitivity analysis (SA) is the study of how the uncer-
tainty in model output is apportioned to the uncertainty in model
inputs [1,2]. Over the last decade, global SA has gained acceptance
among practitioners in the process of model development, cali-
bration and validation, reliability and robustness analysis,
decision-making under uncertainty, quality-assurance, and com-
plexity reduction. There have been many successful improvements
in the efficiency of estimating the main effect Sobol' indices
ranging from the advanced formulas for small sensitivity indices
[3,4] to application of RBD [5] and various metamodelling methods
[6–11]. However, there have been no similar advances concerning
estimation of the total sensitivity indices and the Sobol–Jansen
formula [12,13] remains to be the only formula used in the direct
computation of the total sensitivity indices.

To improve the efficiency of the Monte Carlo (MC) estimates for
total sensitivity indices we apply the variance reduction technique
and develop a new formula for the evaluation of total sensitivity
indices. We also present results using well known test functions to
show the efficiency of the developed technique.

This paper is organised as follows. The next section introduces
control variates reduction technique. ANOVA decomposition and
Sobol' sensitivity indices are briefly presented in Section 3. In
Section 4 we describe how to apply the control variate technique
to improve the efficiency of the Sobol–Jansen formula for

evaluation of total sensitivity indices. The use of metamodels is
presented in Section 5. This section also provides the details of the
random sampling-high dimensional model representation (RS-
HDMR) model which is used in this paper. Four different test
cases are considered in Section 6. Finally, conclusions are shown in
Section 7.

2. Control variate reduction technique

Consider the integral of the function f over the n-dimensional
unit hypercube Hn:

I½f � ¼
Z

f ðxÞdx:

This integral can be seen as an expectation of f ðxÞ with respect
to an n-dimensional random variable x that is uniformly distrib-
uted:

I½f � ¼ E½f ðxÞ� ¼
Z

f ðxÞdx: ð1Þ

Further we denote μf ¼ E½f ðxÞ�. To calculate this expectation,
a sequence of N random or quasi random points xðiÞ is sampled
and then the mathematical expectation (1) is approximated as
follows:

IN½f � ¼
1
N

∑
N

i ¼ 1
f ðxðiÞÞ ð2Þ

It is important to estimate an integration error ε¼ jI½f �� IN ½f �j.
For the MC method the expectation of ε2 is equal to σ2ðf Þ=N,
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where σ2 ¼ Var½f � and the root mean square error εMC ¼ σ=N0:5. To
reduce εMC one can either increase the number of sampled points
N, or to decrease the variance σ2. The objective of this paper is to
develop a new efficient formula for evaluation of total sensitivity
indices based on the reduction of the variance of its MC estimate.
There are various variance reduction techniques used to increase
the accuracy of the MC estimates [14]. One of them is the control
variate method which we further consider.

To improve the MC estimate of μf we define a new function
f ðxÞ:

f ðxÞ ¼ f ðxÞþCðgðxÞ�μgÞ; ð3Þ

where C is a constant coefficient, gðxÞ is a function known as a
control variate for which an expectation μg ¼

R
gðxÞdx is known. It

is easy to see that E½f ðxÞ� is an unbiased estimator for μf for any
choice of the coefficient C: E½f ðxÞ� ¼ E½f ðxÞ� as E½CðgðxÞ�μgÞ� ¼ 0:

Consider the variance of the resulting estimator f :

Var½f � ¼ Var½f �þC2Var½g�þ2C Cov½f ; g� ð4Þ
The main objective is to make sure that Var½f �rVar½f �. Mini-

mum of (4)

min
C

Var½f �

is attained at C ¼ Cn:

Cn ¼ �Cov½f ; g�
Var½g� :

In this case

Var½f � ¼ Var½f �� Cov2½f ; g�
Var½g� :

The root mean square error εMC is then equal to Var½f �=N0:5. The
difficulty here is to find a good control variate g to build an
unbiased estimator f with a reduced variance.

3. Sobol' sensitivity indices

The method of global sensitivity indices is based on the
decomposition of a function into summands of increasing dimen-
sionality. Consider an integrable function f ðxÞ defined in the unit
hypercube Hn. It can be expanded in the following form:

f ðxÞ ¼ f 0þ ∑
n

j ¼ 1
f jðxjÞþ ∑

0r io jrn
f ijðxi; xjÞþ…þ f 1…nðx1;…; xnÞ: ð5Þ

Each of the components f i1…is ðxi1 ;…; xis Þ is a function of a
unique subset of variables from x. It can be proven [12,15] that
the expansion (6) is unique ifZ 1

0
f i1…is ðxi1 ;…; xis Þdxik ¼ 0; 1rkrs;

in which case it is called a decomposition into summands of
different dimensions. This decomposition is also known as the
ANOVA decomposition.

For square integrable functions, the variances of the terms in
the ANOVA decomposition add up to the total variance of the
function

D¼ ∑
n

s ¼ 1
∑
n

i1 o…o is

Di1 ;…;is :

Here D¼ Var½f � is the total variance, Di1 ;…;is are partial variances
defined as

Di1 ;…;is ¼
Z 1

0
f 2i1 ;…;is ðxi1 ;…; xis Þdxi1 ;…; xis

We note that is customary in the area of global sensitivity
indices to use D to denote the variance instead of Var½f � which is
more common in statistics.

Sobol' main effect sensitivity indices are defined as the ratios

Si1 ;…;is ¼Di1 ;…;is=D:

Consider two complementary subsets of variables xj and x � j,
where x � j is n�1 dimensional vector. The total variance DT

j is
defined as

DT
j ¼D�D � j;

where D � j is the sum of all the marginal variances not containing
j in their subscripts. The corresponding total sensitivity indices
[1,12] are equal to

STj ¼DT
j =D:

Obviously, STj ¼ S�S � j, where S � j ¼D � j=D. Knowledge of Sj
and STj in most cases provides sufficient information to determine
the sensitivity of the analysed function to individual input
variables.

Sobol' sensitivity indices can be computed using direct for-
mulas [12,13]. Significant progress has been made in improving
efficiencies of computing main effect indices [5]–[3]. In the next
section we propose a new efficient approach to compute total
sensitivity indices.

4. Application of the control variate technique to estimation
of total sensitivity indices

We apply the control variate technique idea presented in
Section 2 to the evaluation of the total sensitivity indices STj for
the case of a single variable xj. This approach can be easily
generalised for the case of a set of variables.

The Sobol–Jansen formula has a form [12,13]:

STj ¼
1
2D

Z
½f ðxÞ� f ðx0j; x � jÞ�2dx dx0j; ð6Þ

where x0j is j -th component of the n - dimensional x0 vector which
is sampled independently from x. In this section we omit for
brevity the integral limits.

Application of the control variate technique would require
finding a new function (3), such that

Fðx; x0jÞ ¼ Fðx; x0jÞþCðGðx; x0jÞ�μGÞ;
where Fðx; x0jÞ ¼ ½f ðxÞ� f ðx0j; x � jÞ�2, μG ¼ R

Gðx; x0jÞdx dx0j. It is not
possible to find a control variate Gðx; x0jÞ in a general case. However,
a natural choice for the control variate for a function f ðxÞ is to
choose the first order terms of ANOVA

gðxÞ ¼ f 0þ ∑
n

i ¼ 1
f iðxiÞ: ð7Þ

Similarly, a good control variate for f ðx0j; x � jÞ is

gðx0j; x � jÞ ¼ f jðx0jÞþ ∑
n

i ¼ 1;ia j
f iðxiÞ: ð8Þ

Theorem. Approximating functions f ðxÞ and f ðx0j; x � jÞ in (6) with

(7) and (8) results in the following formula for STj :

STj ¼
1
2D

Z
½f ðxÞ� f jðxjÞ�½f ðx0j; x � jÞ� f jðx0jÞ��2dx dx0jþ Sj: ð9Þ

Proof. Consider function FM ¼ f ðxÞ� f jðxjÞ�½f ðx0j; x � jÞ� f jðx0jÞ�: Its
variance is

Var½FM � ¼
Z

½f ðxÞ� f ðx0j; x � jÞ�½f jðxjÞ� f jðx0jÞ��2dx dxj'
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