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a b s t r a c t

Sensitivity analysis (SA) is able to identify the most influential parameters of a given model. Application
of SA is usually critical for reducing the complexity in the subsequent model calibration and use.
Unfortunately it is hardly applied, especially when the model is in the form of a computationally
expensive black-box computer program. A possible solution concerns applying SA to the metamodel (i.e.,
an approximation of the computationally expensive model) instead. Among the other options, the use of
Gaussian process metamodels (also known as Kriging metamodels) has been recently proposed for the
SA of computationally expensive traffic simulation models. However, the main limitation of this
approach is its dependence on the model dimensionality. When the model is high-dimensional, the
estimation of the Kriging metamodel may still be problematic due to its high computational cost.

In order to overcome this problem, in the present paper, the Kriging-based approach has been
combined with the quasi-optimized trajectory based elementary effects (quasi-OTEE) approach for the
SA of high-dimensional models. The quasi-OTEE SA is used first to screen the influential and non-
influential parameters of a high-dimensional model; then the Kriging-based SA is used to calculate the
variance-based sensitivity indices, and to rank the most influential parameters in a more accurate way.
The application of the proposed sequential SA is illustrated with several numerical experiments. Results
show that the method can properly identify the most influential parameters and their ranks, while the
number of model evaluations is considerably less than the variance-based SA (e.g., in one of the tests the
sequential SA requires over 50 times less model evaluations than the variance-based SA).

& 2014 Elsevier Ltd. All rights reserved.

1. Introduction

Simulation models are widely used in various scientific dis-
ciplines nowadays for e.g., system design, evaluation and optimi-
zation purposes, etc. The reliability of the simulation results
always depends on the quality of the calibration. Hence, the
calibration is essential, yet it is usually complicated when the
model itself contains hundreds or even thousands of parameters
(i.e., high dimensional), and/or when running the model is
computationally expensive.

Due to certain constrains in computation time and other resources,
when dealing with a complex model that is high-dimensional and
computationally expensive, one feasible solution for reducing the
complexity inmodel calibration is to calibrate only themost influential
input parameters, i.e., the parameters whose variations are expected
to have significant impacts on the model output. In this way, it is

expected that the model outputs can be efficiently adjusted towards
the correct values by fine-tuning the influential parameters. The
proper approach to identify the influential and non-influential para-
meters is sensitivity analysis (SA).

SA explores the relationship between model outputs and input
parameters [1]. A proper SA could provide qualitative and/or
quantitative information regarding the effects of different model
parameters (and their variations) on the model outputs. Such
information can be used to eliminate the least relevant parameters
in the subsequent calibration, and help practitioners to better
understand both the model and its parameters, especially when
the model is high-dimensional or behaves like a “black-box”.

Due to its importance, SA has been extensively developed in
the last decades [1]. Some of the widely known SA methods are
briefly described below.

1.1. Derivative-based method

This method uses the one-at-a-time (OAT) design, i.e., varying
one parameter at a time while keeping all other parameters fixed
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to a nominal value. The sensitivity measures of that varying
parameter are estimated via computing the corresponding partial
derivatives of the model response. This method just requires a few
model evaluations for estimating the derivatives. However, it is not
able to detect the interaction effects among parameters [2], and
the derivatives are only informative at some fixed nominal points
in the input space [3]. Some studies such as [2–4] and [5] have
proposed approaches in which multi-dimensional averaging of the
derivatives is used to explore the interaction effects. In this way
the global sensitivity measures can be obtained.

1.2. Screening method

This method is typically employed to identify non-influential
parameters of a model. Examples of this kind of method can be
found in [2,6,7], and [8]. The screening method usually requires a
relatively low computational cost for running the model. This
feature makes it quite attractive especially for complex models. It
can also be used to prune the number of parameters to be
considered, before applying a more complicated method such as
the variance-based method. One drawback of the screening
method is, according to Kucherenko et al. [3], that it is not able
to provide straightforward information regarding the total effects
(for details see the review in Section 2.1), and it lacks accuracy in
ranking the parameters if compared with the variance-based
method.

1.3. Variance-based method

This method decomposes the total variance of the model
outputs into the conditional variance of each individual parameter,
and uses this measure to represent the importance of the para-
meter (for details see the review in Section 2.2). The development
of the variance-based method can be found in [9–13]. The
variance-based method is one of the best available methods today
to compute the sensitivity indices purely based on model evalua-
tion [1]. However, to achieve a good estimation of those quanti-
tative sensitivity indices, a large number of model evaluations is
usually required. Although an improved sampling method was
developed in [14] to enhance its efficiency, the high computation
demand still makes this method less practical for large computa-
tional models [2,3].

1.4. Metamodel-based method

A metamodel is an abstraction of the original model. When the
original model behaves like a black-box, and/or when it has a very
high cost to run, the metamodel can be used to approximate the
original model (more details are given in Section 2.2). Since the
metamodel itself is usually computationally cheap, the variance-
based sensitivity indices can be efficiently estimated based on the
metamodel rather than the original model. Examples of applying
metamodels to estimate the total sensitivity indices can be found
in [15,16]. Most efforts are spent on developing the metamodel
(e.g., mapping all possible interactions [17]), and calibrating the
metamodel. As these efforts are generally dependent on the
number of parameters contained in the model [17], the computa-
tional cost can still be huge when the original model contains
many parameters. In addition, when the model itself is high-
dimensional and the interactions among the parameters are not
negligible, it is also difficult to achieve a perfect estimation of the
metamodel.

The use of any specific SA method is highly related to the model
to be analyzed, and the goal of the analysis [18]. Therefore, there is
no universal SA method to fit all possible needs. As for complex
models, it is important that the specific SA method should

consider both accuracy and efficiency. However, it seems that
none of the above methods can fully satisfy this requirement if
they are used alone: the derivative-based and screening-based
methods lack accuracy in estimating the total effects or the
interaction effects, while the variance-based and metamodel-
based methods are usually computationally expensive when used
on complex models. To achieve correct and feasible SA for complex
models, specifically high-dimensional and computationally expen-
sive models, in this paper we propose a novel method that
combines two recently developed global SA approaches, namely,
the quasi-optimized trajectory based elementary effects (quasi-
OTEE) approach, and the Kriging-based approach.

The quasi-OTEE approach belongs to the category of screening
method. It was introduced in [19] and [20] based on the elemen-
tary effects (EE) method [6], but with much higher efficiency. The
two validation experiments and the case study provided in [19]
and [20] demonstrated that with a small number of model
evaluations, this tool can properly identify the non-influential
parameters from a computationally expensive model, for which
other quantitative SA techniques are not feasible to be applied at
the beginning. For example, in [20] it was shown that the quasi-
OTEE approach yielded similar results to those obtained with the
OTEE method in [7], but only required a small fraction of its
computation time.

The Kriging-based approach belongs to the family of metamodel-
based method. It adopts Sobol indices [1] calculated on a Kriging
approximation of the simulation model. This method has been
presented in [21], where a robust Kriging emulator was obtained
based on the recursive use of the DACE tool [22]. Effectiveness of the
method was also proven in [21]. The authors showed that the
variance-based sensitivity indices estimated based on the Kriging
emulator were approximately identical to those derived by the
complete variance-based approach described in [1]. However, the
Kriging-based SA only required 512 model evaluations, while the
variance-based SA took almost 40,000 model evaluations.

These two approaches were successfully but individually used
in previous studies for complex simulation models [19,21]. In the
comparison study [23], it was found that the quasi-OTEE SA is
more advanced in identifying influential and non-influential
parameters, while the Kriging-based SA has a higher accuracy in
ranking parameters according to their sensitivity indices. To fully
exploit their own strengths, it is reasonable and practical to
sequentially apply these two approaches: the quasi-OTEE is used
at first for screening non-influential parameters, and the Kriging-
based approach is applied in the second stage for calculating the
variance-based sensitivity indices, and ranking the most influen-
tial parameters.

In this paper we perform several numerical experiments on
different test functions to evaluate the performance of the pro-
posed approach. The test functions employed in the numerical
experiments are commonly accepted benchmark functions for
testing SA methods. The number of parameters in the SA ranges
between 12 and 20 depending on the test functions, which are
generally sufficient to define a model as high-dimensional. On the
contrary, the test functions themselves are not strictly computa-
tionally expensive. Since the computation time is not necessarily
related to the complexity of the model, we argue that the
efficiency of the SA method is assessed in terms of the number
of required model evaluations rather than the total computation
time. In any case, it is obvious that the total computation time is
proportional to the number of model evaluations.

In the numerical experiments, the sequential SA method is
applied to screen and rank the most influential parameters in the
chosen test functions, and the results are compared with the true
results obtained from either analytical calculations or from a
standard variance-based SA. It is found that the sequential SA
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