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Abstract In this paper, a new hybrid particle swarm optimization and genetic algorithm is

proposed to minimize a simplified model of the energy function of the molecule. The proposed

algorithm is called Hybrid Particle Swarm Optimization and Genetic Algorithm (HPSOGA). The

HPSOGA is based on three mechanisms. The first mechanism is applying the particle swarm opti-

mization to balance between the exploration and the exploitation process in the proposed algo-

rithm. The second mechanism is the dimensionality reduction process and the population

partitioning process by dividing the population into sub-populations and applying the arithmetical

crossover operator in each sub-population in order to increase the diversity of the search in the

algorithm. The last mechanism is applied in order to avoid the premature convergence and avoid

trapping in local minima by using the genetic mutation operator in the whole population. Before

applying the proposed HPSOGA to minimize the potential energy function of the molecule size,

we test it on 13 unconstrained large scale global optimization problems with size up to 1000 dimen-

sions in order to investigate the general performance of the proposed algorithm for solving large

scale global optimization problems then we test the proposed algorithm with different molecule

sizes with up to 200 dimensions. The proposed algorithm is compared against the standard particle

swarm optimization to solve large scale global optimization problems and 9 benchmark algorithms,

in order to verify the efficiency of the proposed algorithm for solving molecules potential energy

function. The numerical experiment results show that the proposed algorithm is a promising and
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efficient algorithm and can obtain the global minimum or near global minimum of the molecular

energy function faster than the other comparative algorithms.

� 2016 Ain Shams University. Production and hosting by Elsevier B.V. This is an open access article under

the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).

1. Introduction

The potential energy of a molecule is derived from molecular

mechanics, which describes molecular interactions based on
the principles of Newtonian physics. An empirically derived
set of potential energy contributions is used for approximating
these molecular interactions. The minimization of the potential

energy function is a difficult problem to solve since the number
of the local minima increases exponentially with the molecular
size [1]. The minimization of the potential energy function

problem can be formulated as a global optimization problem.
Finding the steady state (ground) of the molecules in the pro-
tein can help to predict the 3D structure of the protein, which

helps to know the function of the protein.
Several optimization algorithms have been suggested to

solve this problem, for example, the random method [1–4],
branch and bound method [5], simulated annealing [6], genetic

algorithm [7–9] and variable neighborhood search [10,11]. A
stochastic swarm intelligence algorithm, known as Particle
Swarm Optimization (PSO) [12], and PSO and the Fletcher–

Reeves algorithm [13], have been applied to solve the energy
minimization problem. PSO is simple, easy to implement,
and requires only a small number of user-defined parameters,

but it also suffers from premature convergence.
In this paper, new hybrid particle swarm optimization algo-

rithmand genetic algorithm is proposed in order tominimize the

molecular potential energy function. The proposed algorithm is
called Hybrid Particle Swarm Optimization and Genetic Algo-
rithm (HPSOGA). The proposed HPSOGA algorithm is based
on three mechanisms. In the first mechanism, the particle swarm

optimization algorithm is appliedwith its powerful performance
with the exploration and the exploitation processes. The second
mechanism is based on the dimensionality reduction and the

population partitioning processes by dividing the population
into sub-population and applying the arithmetical crossover
operator on each sub-population. The partitioning idea can

improve the diversity search of the proposed algorithm. The last
mechanism is to avoid the premature convergence by applying
the genetic algorithm mutation operator in the whole popula-

tion. The combination between these three mechanisms acceler-
ates the search and helps the algorithm to reach to the optimal or
near optimal solution in reasonable time.

In order to investigate the general performance of the pro-

posed algorithm, it has been tested on a scalable simplified
molecular potential energy function with well-known proper-
ties established in [5].

This paper is organized as follows: Section 2 presents the
definitions of the molecular energy function and the uncon-
strained optimization problem. Section 3 overviews the stan-

dard particle swarm optimization and genetic algorithms.
Section 4 describes in detail the proposed algorithm. Section 5
demonstrates the numerical experimental results. Section 6
summarizes the contribution of this paper along with some

future research directions.

2. Description of the problems

2.1. Minimizing the molecular potential energy function

The minimization of the potential energy function problem
considered here is taken from [7]. The molecular model consid-

ered here consists of a chain of m atoms centered at x1; . . . ; xm,
in a 3-dimensional space. For every pair of consecutive atoms
xi and xiþ1, let ri;iþ1 be the bond length which is the Euclidean

distance between them as seen in Fig. 1(a). For every three
consecutive atoms xi; xiþ1; xiþ2, let hi;iþ2 be the bond angle

corresponding to the relative position of the third atom with
respect to the line containing the previous two as seen in

Fig. 1(b). Likewise, for every four consecutive atoms
xi; xiþ1; xiþ2; xiþ3, let xi;iþ3 be the torsion angle, between the

normal through the planes determined by the atoms
xi; xiþ1; xiþ2 and xiþ1; xiþ2; xiþ3 as seen in Fig. 1(c).

The force field potentials correspond to bond lengths, bond

angles, and torsion angles are defined respectively [11] as

E1 ¼
X

ði;jÞ2M1

c1ij rij � r0ij

� �2
;

E2 ¼
X

ði;jÞ2M2

c2ij hij � h0ij

� �2
; ð1Þ

E3 ¼
X

ði;jÞ2M3

c3ij 1þ cos 3xij � x0
ij

� �� �
;

where c1ij is the bond stretching force constant, c2ij is the angle

bending force constant, and c3ij is the torsion force constant.

The constants r0ij and h0ij represent the preferred bond length

and bond angle, respectively. The constant x0
ij is the phase

angle that defines the position of the minima. The set of pairs
of atoms separated by k covalent bond is denoted by Mk for
k ¼ 1; 2; 3.

Also, there is a potential E4 which characterizes the 2-body
interaction between every pair of atoms separated by more
than two covalent bonds along the chain. We use the following

function to represent E4:

E4 ¼
X

ði;jÞ2M3

ð�1Þi
rij

 !
; ð2Þ

where rij is the Euclidean distance between atoms xi and xj.

The general problem is the minimization of the total
molecular potential energy function, E1 þ E2 þ E3 þ E4, lead-
ing to the optimal spatial positions of the atoms. To reduce

the number of parameters involved in the potentials above,
we simplify the problem by considering a chain of carbon
atoms.

In most molecular conformational predictions, all covalent
bond lengths and covalent bond angles are assumed to be fixed

at their equilibrium values r0ij and h0ij, respectively. Thus, the
molecular potential energy function reduces to E3 þ E4 and
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