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Abstract In this paper, we conduct semi-parametric estimation for autoregressive conditional

heteroscedasticity (ARCH) model with Quasi likelihood (QL) and Asymptotic Quasi-likelihood

(AQL) estimation methods. The QL approach relaxes the distributional assumptions of ARCH pro-

cesses. The AQL technique is obtained from the QL method when the process conditional variance

is unknown. We present an application of the methods to a daily exchange rate series.
� 2016 Faculty of Engineering, Alexandria University. Production and hosting by Elsevier B.V. This is an

open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).

1. Introduction

The ARCH(q) process is defined by

yt ¼ lþ nt; t ¼ 1; 2; 3; . . . ;T: ð1:1Þ
and

r2
t ¼ a0 þ a1n

2
t�1 þ � � � þ aqn

2
t�q þ ft; t ¼ 1; 2; 3; . . . ;T: ð1:2Þ

nt are i.i.d with EðntÞ ¼ 0 and VðntÞ ¼ r2
t ; and ft are i.i.d

with EðftÞ ¼ 0 and VðftÞ ¼ r2
f . For estimation and applications

of (ARCH) models (see, Engle [1,2]; Bollerslev and Kroner [3];
Bera and Higgins [4]; Bollerslev and Nelson [5]; Diebold and

Lopez [6]; Pagan [7]; Palm [8]; Shephard [9]; Andersen and
Bollerslev [10]; Engle and Patton [11]; Degiannakis and Xeka-
laki [12]; Diebold [13], and Andersen and Diebold [14]). More-

over, ARCH models have now become standard textbook

material in econometrics and finance as exemplified by, e.g.,
Alexander [15,16], Enders [17], and Taylor [18].

Engle and Gonzalez-Rivera [19] obtained Quasi-maximum-

likelihood (QML) estimator to ARCH models that rely on the
approximated conditional density by a nonparametric density
estimator. Li and Turtle [20] introduced the method of estimat-
ing functions to ARCH models. They derived the optimal esti-

mating functions by combining linear and quadratic estimating
functions. They also showed that the resultant estimators are
more efficient than the QML estimator. Moreover, for semi-

parametric and nonparametric estimation of the ARCH mod-
els (see, Linton and Mammen [21]; Linton [22]; Su et al. [23]).

Existing techniques for parameter estimation in ARCH

models are mainly maximum likelihood based. This means
that the probability structure of fytg has to be known. Usually
it assumes fytg has conditional Gaussian distribution. This

concern is very valid in finance as empirical data reveal fat-
tails and skewness which contradicts conditional normality.
Therefore, estimation procedures may be prone to modeling
errors.

This paper applies the Quasi-likelihood (QL) and Asymp-
totic Quasi-likelihood (AQL) approaches to (ARCH) model.
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The QL approach relaxes the distributional assumptions but
has a restriction that assumes the conditional variance process
is known. To overcome this limitation, we suggest a substitute

technique, the AQL methodology, merging the kernel tech-
nique used for parameter estimation of the ARCH model. This
AQL methodology enables a substitute technique for parame-

ter estimation when the conditional variance of process is
unknown.

This paper is structured as follows. The QL and AQL

approaches are introduced and the ARCH model estimation
using the QL and AQL methods is developed in Section 2.
Reports of simulation outcomes, and numerical cases are pre-
sented in Section 3. The QL and AQL techniques are applied

to daily exchange rate modeled by ARCH in Section 4. Sec-
tion 5 summarizes and concludes the paper.

2. Parameter estimation of ARCH(q) model using the QL and

AQL methods

In the following, parameter estimation for ARCH(q) model,

which includes nonlinear and non-Gaussian models is given.
We propose QL and AQL approaches for estimation of
ARCH(q) model. The estimations of unknown parameters

are considered without any distribution assumptions concern-
ing the processes involved and the estimation is based on dif-
ferent scenarios in which the conditional covariance of the

error’s terms is assumed to be known or unknown.

2.1. The QL method

Let the observation equation be given by

yt ¼ ftðhÞ þ ft; t ¼ 1; 2; 3; . . . ;T; ð2:1:1Þ
ft is a sequence of martingale difference with respect to F t;F t

denotes the r-field generated by yt; yt�1; . . . ; y1 for t P 1; that

is, EðftjF t�1Þ ¼ Et�1ðftÞ ¼ 0; where ftðhÞ is an F t�1 measur-
able; and h is parameter vector, which belongs to an open sub-

set H 2 Rd. Note that h is a parameter of interest. We assume

that Et�1ðftf0tÞ ¼ Rt is known. Now, the linear class GT of the

estimating function (EF) can be defined by

GT ¼
XT
t¼1

Wtðyt � ftðhÞÞ
( )

and the quasi-likelihood estimation function (QLEF) can be

defined by

G�
TðhÞ ¼

XT
t¼1

_ftðhÞR�1
t ðyt � ftðhÞÞ ð2:1:2Þ

where Wt is F t�1-measureable and _ftðhÞ ¼ @ftðhÞ=@h. Then, the
estimation of h by the QL method is the solution of the QL
equation G�

TðhÞ ¼ 0 (see Heyde, [24]).

If the sub-estimating function spaces of GT are considered
as follows,

Gt ¼ fWtðyt � ftðhÞÞg
then the QLEF can be defined by

G
�
ðtÞðhÞ ¼ _ftðhÞR�1

t ðyt � ftðhÞÞ ð2:1:3Þ
and the estimation of h by the QL method is the solution of the
QL equation G�

ðtÞðhÞ ¼ 0.

A limitation of the QL method is that the nature of Rt

may not be obtainable. A misidentified Rt could result in a
deceptive inference about parameter h. In the next subsection,

we introduce the AQL method, which is basically the
QL estimation assuming that the covariance matrix Rt is
unknown.

2.2. The AQL method

The QLEF (see (2.1.2) and (2.1.3)) relies on the information of

Rt. Such information is not always accessible. To find the QL

when Et�1ðftf0tÞ is not accessible, Lin [25] proposed the AQL

method.

Definition 2.2.1. Let G�
T;n be a sequence of the EF in G. For all

GT 2 G, if

ðE _GTÞ�1ðEGTGTÞ0ðE _G0
TÞ

�1 � ðE _G�
T;nÞ

�1ðEG�
T;nG

�0
T ÞðE _G�0

T;nÞ
�1

is asymptotically non-negative definite, G�
T;n can be denoted as

the asymptotic quasi-likelihood estimation function (AQLEF)
sequence in G, and the AQL sequence estimates hT;n by the

AQL method is the solution of the AQL equation G
�
T;n ¼ 0.

Suppose, in probability, Rt;n is converging to Et�1ðftf0tÞ.
Then,

G
�
T;nðhÞ ¼

XT
t¼1

_ftðhÞR�1
t;n ðyt � ftðhÞÞ ð2:2:1Þ

expresses an AQLEF sequence. The solution of G
�
T;nðhÞ ¼ 0

expresses the AQL sequence estimate fh�T;ng, which converges

to h under certain regular conditions.
In this paper, the kernel smoothing estimator of Rt is

suggested to find Rt;n in the AQLEF (2.2.1). A wide-ranging

appraisal of the Nadaraya–Watson (NW) estimator-type

kernel estimator is available in Härdle [26] and Wand and
Jones [27]. By using these kernel estimators, the AQL equation
becomes

G�
T;nðhÞ ¼

XT
t¼1

_ftðhÞR̂�1
t;n ðĥð0ÞÞðyt � ftðhÞÞ ¼ 0: ð2:2:2Þ

The estimation of h by the AQL method is the solution to
(2.2.2). Iterative techniques are suggested to solve the AQL

Eq. (2.2.2). Such techniques start with the ordinary least

squares (OLS) estimator ĥð0Þ and use R̂t;nðĥð0ÞÞ in the AQL

Eq. (2.2.2) to obtain the AQL estimator ĥð1Þ. Repeat this a
few times until it converges.

The next subsections present the parameter estimation of
ARCH model using the QL and AQL methods.

2.3. Parameter estimation of ARCH(q) model using the QL
method

The ARCH(q) process is defined by

yt ¼ lþ nt; t ¼ 1; 2; 3; . . . ;T: ð2:3:1Þ
and
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