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The biology of language☆

This special issue of Neuroscience&Biobehavioral Reviews arose out of an Academy Colloquium, ‘The Biology of Language,’ held in the
‘Trippenhuis’, Amsterdam in Dec 2014. The Colloquium was organised by Johan Bolhuis, Martin Everaert and Riny Huybregts, under the auspices of
the Royal Netherlands Academy of Sciences. Our aim for this special issue is the same as it was for the symposium: to provide an up to date overview
of some of the core properties of the human language faculty, making clear how linguistics is part and parcel of the cognitive sciences (Everaert et al.,
2015), open to inquiry about its biological foundations and its neural underpinnings (Berwick et al., 2013). To this end, we invited leading re-
searchers – linguists as well as biologists and psychologists – to present their latest results. In particular, we focus on several aspects of language:
General considerations of syntactic structure; Development of language; Neural mechanisms of language; and language evolution.

1. Biolinguistics

The biological perspective on language was strongly influenced by Eric Lenneberg’s Biological Foundations of Language (1967), published 50 years
ago. Lenneberg, and Chomsky (1964), advocated reinstatement of a biological view of language capacities. Later this approach began to be called
“the biolinguistic program,” adopting a term suggested by Massimo Piattelli-Palmarini (1980). The biolinguistic perspective holds that language, like
any other ‘mental organ’ – planning, memory systems, organization of action ... – is a biological system, a component of the mind/brain, a biological
property of the individual language users. In his book Lenneberg approached language as a species-specific mental organ, internal to the mind, with
non-trivial biological properties,

Lenneberg was (one of) the first to address an array of issues placing linguistics centre stage in the cognitive sciences and neuroscience, discussing
dissociations between language and other cognitive faculties, language evolution, and he speculated about the genetics of language. He discussed the
correlation between language development and maturational phenomena, stressing that there are anatomical and physiological processes whose
maturation sets the pace for both cognitive development and language growth. Note that Lenneberg was careful in his assessment of the biological
foundations of language, making clear fifty years ago that one should not expect to find ‘special genes’ for language. Although traits may be
genetically and developmentally encoded, one rarely finds a direct link between genes and behavioural patterns (cf. Fisher, 2013).

Lenneberg’s work is well-known for its discussion of a critical age for language acquisition, often referred to as the Critical Period Hypothesis. As
formulated by Lenneberg, this principle suggests that if no language has been learned by puberty, it cannot be learned in a normal, functional sense:
“a steady state is reached, and … the capacity for primary language synthesis is lost”. Without going into detail, cases of deaf, blind-deaf, and feral
children point to evidence of a biologically determined critical period for the first language that is acquired (L1; Newport, 1990). A well-known case
is that of Helen Keller, who achieved outstanding language mastery by touch (Piattelli-Palmarini and Berwick, 2012). It has been argued that
Lenneberg’s original position on the time span of the critical period cannot be fully upheld (Pallier, 2013; Werker and Hensch 2015), but this
conclusion is largely grounded on second language acquisition research, irrelevant for the point Lenneberg himself raised (Lenneberg, 1967, p. 176).
In any case, the link between biology and language was firmly established and has been upheld ever since. For instance, the relationship between
vocal communication in humans and birds has often been discussed, also in relation to the fact that sensitive periods are evidenced in both taxa.

Taking this biolinguistic perspective, Chomsky (2017) explains that the fundamental task of the study of language is to capture what may be
called the Basic Property of the Faculty of Language: it provides the means for a language to yield a digitally infinite array of hierarchically
structured expressions with systematic interpretations at interfaces with two other external systems, the sensorimotor system and the conceptual
system for reasoning.

2. I-language

Generative grammar aims to construct a theory of language as a biological object, internal to the individual. Language, understood as I-language,
with the “I” as “internal,” places the Basic Property at the heart of human language. The theory of I-language is called generative grammar, and the
general theory of I-languages is Universal Grammar (UG). UG is the theory of the genetic component of the faculty of language, apparently species-
specific (uniquely human) and domain-specific. UG characterises a possible set of I-languages and makes it possible to acquire a particular I-language
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(Chomsky, 1995).
As soon as the biolinguistics program was undertaken the problem of evolution of Universal Grammar arose (Berwick and Chomsky, 2016;

Chomsky, 2017). Considering the place of language in human biology and evolution, Yang et al. (2017) propose an approach that integrates
principles from Universal Grammar and constraints from other domains of cognition, and outline some initial results of biolinguistics, as well as
challenges for future research.

Assuming the modern computational theory of mind, language must be a computational system. Consequently, such a system must be determined
by a finite computational procedure, in other words, a generative procedure and so a special kind of recursive function. This is why the study of I-
languages has been called “generative grammar.” This makes ‘syntax’ in the sense described in Everaert et al. (2015) central. Although there may not
be general agreement about the nature of the ‘theory of syntax’, most, if not all, linguists would agree that there has to be some mechanism in the
mind/brain generating an unbounded array of hierarchically structured expressions, each receiving a systematic and determinate interpretation at
two interfaces, meaning and sound/sign (the latter called “externalization”) – a modern version of Aristotle’s familiar dictum that language pairs
sound (and sign) with meaning.

Viewed this way language can be shown to be primarily a vehicle for thought and meaning without, sometimes, sound or sign. In other words,
externalization is secondary in function, and, as Huybregts (2017) shows, it can tell us something on how speech developed from language. This
automatically implies that although language is used for communication, its core properties cannot be explained primarily in terms of commu-
nicative needs, and these need not play a role in language evolution in the relevant sense

3. Language evolution

It is stating the obvious that one cannot advance evolutionary claims about a complex behavioural phenotype without first positing explicit ideas
as to its underlying phenotypic traits. So, answers to the question – what is it, ‘language’ – remain logically prior to answers to the question of how
language emerged (Chomsky, 2017). On the question of language emergence, Berwick and Chomsky (2016) take the following position, building on
earlier work: the emergence of language was relatively recent (150 -75 kya) and sudden, before there was evidence of behavioural modernity. More
importantly, Berwick and Chomsky take language as biologically novel, exhibiting discrete infinity, hypothesized to be unique in the animal
kingdom. In other words there are indeed features of human language that appear to have no significant analogue in the rest of the biological world.
Importantly, what evolved is not ‘language’ per se, but the capacity for language. Further, it is crucial to distinguish the emergence of language, the
result of biological evolution, from language change, the development of language over time; the latter should not strictly speaking be called
‘evolution.’

Tattersall (2017) argues that the best archaeological proxies for language are symbolic objects. And because there is no indication that any
hominid behaved symbolically prior to Homo sapiens, which originated 200 thousand years ago but started behaving symbolically only 100 ky later,
most probably the necessary neural underpinnings arose exaptively in the extensive developmental reorganisation that gave rise to anatomically
distinctive Homo sapiens, and then were necessarily recruited subsequently for externalised language.

Reuland (2017) provides a functional analysis of the conditions for language to emerge, and analyses its role in imagination. It starts with some
initial reflections on imagination and its evolutionary beginnings in relation to the role of working memory and tool use by chimpanzees and humans
up to modernity. It then presents an analysis of what it takes to develop language, and how language gives rise to higher orders of imagination

Huybregts (2017) shows that the capacity for language existed before human populations became separated but that the emergence of speech
(externalized language) did not emerge until after these population divergences occurred. Click phonemes, present only in San populations, with
their unique geneological, genetic and geographical distribution give an indication that speech emerged only after the capacity for language became
fixated in the species.

4. Comparative evolutionary biology

Many traits in the domain of human communication are shared with other species. Hauser et al. (2002) put forward that serious comparative
biological research is needed to answer the question whether there are features of natural language (taken as a cognitive module used for com-
munication) which are uniquely human (cf. Bolhuis and Everaert, 2013). It is widely assumed that cognitive traits, including language, must have
evolved gradually, based on the assumption that there is substantial ‘mental continuity’ between humans and other species (Corballis, 2017). To give
a recent example. Engesser et al. (2016) claim that the southern pied babbler (Turdoides bicolor) shows signs of having protosyntax. That is, these
birds have “two-signal constructs”, which would be an instance of “basic, intermediate compositional structures.” For Engesser et al. this supports the
idea that (human-like) syntax could have evolved by progressing gradually over time. Alternatively (Berwick and Chomsky, 2016) the evolution of
language is seen as the assembling of abilities, sensory-motor and cognitive, that are already in place into a novel phenotype that has recursive
thought.

Zaccarella and Friederici (2017) discuss current behavioural studies dedicated to the comparison between human and non-human animals for the
processing of different grammar types. They inspect the functional neuroanatomical structures of human and non-human primates more closely,
including human developmental data, thereby suggesting interesting phylogenetic and ontogenetic differences.

Prather et al. (2017) and Mol et al. (2017) remind us that there are remarkable behavioural similarities between song learning in songbirds and
speech acquisition in human infants that are absent in non-human primates (Bolhuis et al., 2010; Bolhuis and Everaert, 2013; Bolhuis and Moorman,
2015). Prather and colleagues review important neural parallels between birdsong and speech showing that song learning in birds and speech
acquisition in humans may provide useful insights into the evolution and mechanisms of auditory-vocal learning. Mol et al. discuss songbirds’
sensitivity to prosody-like acoustic features and the role of such features in song segmentation and song learning in relation to infants’ sensitivity to
prosody and the role of prosody in early language acquisition.

Beckers et al. (2017) discuss one of the methods used in comparative biology, artificial grammar learning, a popular paradigm to study syntactic
ability in nonhuman animals. Subjects are first trained to recognise strings of tokens that are sequenced according to grammatical rules. The authors
review stimulus design in a sample of studies that use particular sounds as tokens, and that claim or suggest that their results demonstrate a form of
sequence rule learning. Beckers et al. conclude that acoustic confounds are a blind spot in artificial grammar learning studies of nonhuman animals.
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