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a b s t r a c t

In recent years, with the requirement of high-resolution and real-time measurement, the computation
speed of digital image correlation (DIC) has become increasingly important. At present, the DIC
algorithms based on the iterative spatial domain cross-correlation algorithm are widely recognized as
the most robust and rapid. In this paper, the integral image technique is extended to handle the complex
items in the equations of the DIC algorithm in order to accelerate the calculation process. The influence
of the interpolation method on the performance of the DIC algorithm is also investigated. In addition, the
analysis of computational complexity and numerical experiment results are presented to illustrate
the effectiveness of this method. The results successfully verify that the proposed method can improve
the computation speed of the DIC algorithm greatly, and the improvement is more notable when the fast
interpolation method is utilized.

& 2014 Elsevier Ltd. All rights reserved.

1. Introduction

Digital image correlation (DIC) is a noncontact, full-field optical
method for measuring the surface displacement, motion and
deformation of solid objects [1]. The principle of the DIC technique
is to reconstruct the displacement field by tracking the subsets in
the reference image and the deformed image. The available
literature shows that the measurement accuracy and the compu-
tational speed are the two important concerns in the research of
the DIC algorithm.

The measurement accuracy is the first important concern of
any measuring method. Early works on the accuracy of DIC
primarily focused on the study of the error assessment [2–5]. In
recent years, the works on the measurement accuracy were mainly
conducted to improve the robustness of the DIC. For example,
Zhang et al. [6] used a ring template and quadrilateral element to
improve the accuracy of the DIC for the large rotation measure-
ment, and Pan et al. [7] proposed the incremental calculation
method for a large deformation measurement with the reliability-
guided DIC technique.

The computation speed is the other important concern in the
research of the DIC, and this has become more important in recent
years due to the increasing demand for real-time processing and

high-resolution measurements. Although different types of meth-
ods could be utilized for the DIC computation, such as discrete
relaxation labeling methods and modern optimization methods
including simulated annealing, evolutionary algorithms, genetic
algorithms, particle swarm optimization (PSO), and ant colony
optimization (ACO) [8], the iterative spatial domain cross-
correlation algorithms such as the forward additive Newton–
Raphson method [10] are the most popular and effective for the
DIC calculation due to their robustness and high speed [9]. These
algorithms utilize an iterative process to retrieve the displacement
fields, which could optimize the correlation function, and in every
iteration, the incremental deformation parameters are obtained to
update the parameters of the current estimate. The quality of the
initial estimate may affect the convergence property and the
convergence speed of the iterative process and thus is critical to
the DIC [1,11,12]. Pan [7] proposed the reliability-guided DIC,
which could improve the quality of the initial estimate by
optimizing the computational order of the subsets, and the result
verified that the robustness and the computation speed of the
reliability-guided DIC is better than that of the general DIC
algorithms. The inverse compositional algorithm, which was
proposed by Baker [13], is an effective subset matching algorithm
because, in this algorithm, the Hessian matrix remains constant
and could be computed only once in each subset matching
process. In each iteration, repeated interpolation should be per-
formed. Therefore, the performance of the interpolation algo-
rithms greatly influences the overall performance of the DIC
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algorithm. Pan [14] proposed a method to accelerate the inter-
polation algorithm by caching the inner parameters.

The integral image, which is also known as a summed area
table, is an effective technique to accelerate the computation of
the sum of in a rectangular region [15,16]. This technique is
extraordinarily useful when the sum of values in a rectangular
region is queried frequently. The integral image technique is
applied widely in the fields of computer graphic and computer
vision such as texture mapping [17], face detection [18] and the
creation of scale- and rotation-invariant detectors and descriptors
[19]. Additionally, Huang et al. [20] applied this technique to find
the initial estimate in the DIC computation.

In this paper, an inverse compositional DIC algorithm using the
integral image to speed the calculation of Hessian matrix is
presented. The accuracy of this algorithm is the same as that of
the existing inverse compositional algorithm because their mathe-
matics equation is equivalent. The time complexity of the algo-
rithm is analyzed, and the performance of the algorithms is
verified by the numerical experiments.

2. Principles

2.1. General theory of optical flow and DIC

In the optical flow estimation and the DIC, the gray value and
the gradient of the gray value of the corresponding point should
be a constraint [21]. These values can be expressed in the form of
energy:

EdataðuÞ ¼
Z
Ω
Ψ ðjI2ðxþuðxÞÞ� I1ðxÞj2Þ;

EgradðuÞ ¼
Z
Ω
Ψ ðj∇I2ðxþuðxÞÞ�∇I1ðxÞj2Þ; ð1Þ

where Ω denotes the image domain, I1, I2 denote the first and
second frame (the reference image and the target image), x¼(x, y)T

denotes the coordinate of the point in the image domain, u¼(u, v)T

denotes the optical flow field or the displacement field, Ψ denotes
the norm function, which can be Ψ ðx2Þ ¼ xj j; Ψ ðx2Þ ¼ x2; Ψ ðx2Þ ¼
ðx2þε2Þ1=2, and so on. The algorithms that only take account of
these two energy items may have ambiguous solutions [21]. There-
fore, the regularity constraint is often added

EsmoothðuÞ ¼
Z
Ω
Ψ ð ∇uðxÞ
�� ��2þ ∇vðxÞ

�� ��2Þ: ð2Þ

Therefore, the general form of the energy can be written as follows:

E¼ EdataþαEgradþβEsmoothþγEextra ð3Þ

where Eextra denotes the extra energy item, which is used for a
special purpose.

After establishing the exact form of the energy, the problem of
the optical flow estimation can be reduced to the energy mini-
mization problem. The iterative spatial domain cross-correlation
algorithm, which is generally used in the DIC, translates the
equation of the energy to the corresponding Euler equation by
the variational method and then solves the Euler equation with an
iterative procedure.

In DIC computations, generally, the energy only takes the item
of Edata and the motion model adopts the affine model. The
original and straightforward numerical scheme of the DIC is the
same as that of a classic optical flow algorithm, the Kanade–Lucas–
Tomasi (KTL) algorithm, which is a combination of the forward
additive match strategy and the steepest descent approximation.
Compared with the classic KTL algorithm, the inverse composi-
tional match strategy combined with Gauss–Newton or Leven-
berg–Marquardt approximation is much more efficient [13].

2.2. The inverse compositional algorithm

When the critical function SSD is used, the energy expression of
the inverse compositional DIC in the discrete form is

E¼∑
Ω

I1ðWðx;ΔpÞÞ� I2ðWðx;pÞÞ� �2
; ð4Þ

where W is the wrap function, p is the deformation parameters
andΔp is the incremental deformation parameters. When the affine
transformation model is applied, W(x; p) can be expressed as

Wðx;pÞ ¼
1þp1
p2

p3
1þp4

p5
p6

 ! x

y

1

0
B@

1
CA: ð5Þ

In each iteration, the algorithm computes the value ofΔp that could
minimize the energy E. Then, the update parameters p are

Wðx;pnþ1Þ ¼Wðx;pnÞWðx;ΔpÞ�1: ð6Þ
When the Gauss–Newton approximation algorithm is used, the
value of Δp can be determined by the following equation:

Δp¼H�1∑
Ω
½∇I1∂W=∂p�T ½I2ðWðx;pÞÞ� I1�; ð7Þ

where H is the Hessian matrix

H¼∑
Ω

∇I1
∂W
∂p

� �T
∇I1

∂W
∂p

� �
: ð8Þ

For the affine transformation model, the warp function W has
the following Jacobian:

∂W
∂p

¼
x 0 y 0 1 0
0 x 0 y 0 1

 !
; ð9Þ

and ∇I1 ¼ ½∂I1=∂x; ∂I1=∂y�T ¼ ½Ix; Iy�T . Thus, the Hessian matrix is

H¼∑
Ω

x2I2x x2IxIy xyI2x xyIxIy xI2x xIxIy

x2IxIy x2I2y xyIxIy xyI2y xIxIy xI2y

xyI2x xyIxIy y2I2x y2IxIy y2I2x yIxIy

xyIxIy xyI2y y2IxIy y2I2y yIxIy yI2y

xI2x xIxIy y2I2x yIxIy I2x IxIy

xIxIy xI2y yIxIy yI2y IxIy I2y

0
BBBBBBBBBBB@

1
CCCCCCCCCCCA

ð10Þ

2.3. Efficient calculation of Hessian matrix using integral images

The integral image is a common technique to speed up the
computation of the sum in a rectangular region. For the 2D analysis,
an auxiliary function S can be defined in a recursive form

Sðx; y; f Þ ¼
f ðx; yÞþSðx�1; y; f ÞþSðx; y�1; f Þ�Sðx�1; y�1; f Þ; xya0
0 xy¼ 0

(

ð11Þ
where f is an arbitrary function and x, y is the integer number,
respectively.

Thus, the sum of f(x, y) in a rectangular region and the function
S has the following relationship:

∑
x2

i ¼ x1

∑
y2

j ¼ y1

f ði; jÞ ¼ Sðx2; y2; f Þ�Sðx1�1; y2; f Þ

�Sðx2; y1�1; f ÞþSðx1�1; y1�1; f Þ; ð12Þ
The left expression in Eq. (12) computes the sum in the rectangle
region [x1, x2]� [y1, y2] with the integral image technique, which
could be abbreviated as an auxiliary function T for the sake of
convenience:

Tðx1; y1; x2; y2; f Þ9Sðx2; y2; f Þ�Sðx1�1; y2; f Þ
�Sðx2; y1�1; f ÞþSðx1�1; y1�1; f Þ ð13Þ
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