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a b s t r a c t

In estimating integrated volatility using high-frequency data, it is well documented that the presence
of microstructure noise presents a major challenge. Recent literature has shown that the presence of
multiple observations, a common feature in datasets, brings additional difficulty. In this study, we show
that the preaveraging estimator is still consistent undermultiple observations, and the related asymptotic
distribution of the estimator is established. We also show that the preaveraging estimator based on
multiple observations achieves the same asymptotic efficiency as the ‘‘ideal’’ estimator that assumes we
know the exact trading times of all transactions. Simulation studies support the theoretical results, and
we also illustrate the estimator using real data analysis.

© 2018 Elsevier B.V. All rights reserved.

1. Introduction

In finance, volatility is a primary component in asset pricing
and risk management. High-frequency data have become widely
available in recent decades, which have encouraged research on
the inference of volatility. As a result, a large number of studies
have been devoted to the problem of estimating integrated volatil-
ity. One milestone in financial econometrics is the introduction of
the concept of realized volatility, which consistently estimates the
price variation accumulated over some fixed time interval, such
as one day, by summing over the squared high-frequency returns
(see Andersen et al. (2001), Barndorff-Nielsen and Shephard
(2002a) and Andersen et al. (2005, 2006, 2010), among others).

In practice, empirical studies have shown that the dynamics of
(ultra-) high-frequency data largely differ from the semimarting-
ale-type behavior of low-frequency data. The usual understanding
of this phenomenon is that the efficient price is contaminated by
market microstructure effects, or so-called microstructure noise.
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Consequently, intra-day asset prices are viewed as noisy obser-
vations of the efficient price; hence, the estimation procedure
has to be built within this so-called microstructure noise context.
Some de-noising methods have been proposed (see, for exam-
ple, the two-time-scale approach studied by Aït-Sahalia et al.
(2005), Mykland and Zhang (2009) and Aït-Sahalia et al. (2010,
2011); the multi-scale method suggested by Zhang (2006); the
realized kernel method studied by Barndorff-Nielsen et al. (2008,
2009, 2011); the quasi-maximum likelihood approach proposed
by Xiu (2010); the pre-averaging approach studied by Jacod et al.
(2009), Li (2013) and Jing et al. (2014); and references therein).

Theoretically, the approaches developed in the above-mention-
ed literature are only applied to those datasets that contain exactly
one transaction during one time stamp, such as, for example,
5-minute, 1-minute, or 5-second returns. This assumption, how-
ever, is challenged by a typical stylized characteristic of an ultra-
high-frequency dataset. With tick-by-tick transaction data, one
time stamp can often include more than one record even if it is
only one millisecond long. For example, for the stock of Microsoft
Corporation from January 1 to September 16, 2016, the LOBSTER
database recorded a total of 6 568006 transactions in 2664323
efficient trading milliseconds, which means that during each of
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those milliseconds, at least one trade occurs. Among the 2664323
efficient trading milliseconds, 1 190686 ms (about 45%) contain at
least two transactions. In an extreme case, 740 transactions were
recorded for one millisecond.

Hence, to implement the theoretical approaches, a data-clean-
ing procedure is necessary, which is also a very important step.
Data-cleaning procedures have been addressed by Falkenberry
(2001), Hansen and Lunde (2006), Brownlees and Gallo (2006),
and Barndorff-Nielsen et al. (2008, 2009). In addition to the other
aspects of high-frequency data,when encounteringmultiple trans-
actions, to the best of our knowledge, researchers have used the
following methods to clean the data:

1. use the average of the records within the same time stamp,
as, for example, Aït-Sahalia et al. (2010) and Jing et al.
(2017);

2. use the median of the prices with an identical time stamp,
as, for example, Barndorff-Nielsen et al. (2011);

3. use volume-weighted average prices, as, for example, Chris-
tensen et al. (2010);

4. use a single representative price by random drawing or by
simply picking the last record, as, for example, Jing et al.
(2017).

After the data-cleaning step, the existing approaches could be
applied. However, the theoretical accuracy of the estimators based
on the specific data-cleaning scheme has not yet been confirmed.
Therefore, a natural question arises: if the dataset contains multi-
ple observations, do the estimators of integrated volatility under
the above-mentioned data-cleaning procedures remain accurate?
To answer this question, we conduct a simple simulation study as
follows. With a standard Brownian motion Bt , we let dXt = dBt for
t ∈ [0, 1]. At the time points {tj =

j
N , j = 1, 2, . . . ,N}, we generate

Xtj and ϵtj∼
iidN(0, ω2) with N = 23, 400 × L, where L represents

the number of multiple observations during a time stamp, ω2 is
the variance of noise, and both will be specified in Fig. 1. Now, we
let {si, i = 0, 1, . . . , n} with n = 23, 400 as the recording times,
or, in other words, we regard the Xtj ’s with si−1 < tj ≤ si as the
observations at the point si. To deal with multiple observations,
we apply the first two of the above-mentioned procedures, that is,
we use the average of the grouped records and the median of the
grouped records. Since the third procedure requires the volume of
transactions, we do not consider it. More precisely, the observa-
tions at the recording time si are {Xtj , j = (i − 1)L + 1, . . . , iL}, and
we denote

Xave
si :=

1
L

L∑
k=1

Xt(i−1)L+k and

Xmed
si := median{Xtj , j = (i − 1)L + 1, . . . , iL}.

Based on Xave
si and Xmed

si , we can employ the existing de-noising
methods. We choose the preaveraging approach. Specifically,

PAave
n =

√
∆n

θψ2

n−kn∑
i=0

(∆i,knX
ave)2 −

ψ1∆n

2θ2ψ2

n−1∑
i=0

(Xave
si+1

− Xave
si )2,

PAmed
n =

√
∆n

θψ2

n−kn∑
i=0

(∆i,knX
med)2 −

ψ1∆n

2θ2ψ2

n−1∑
i=0

(Xmed
si+1

− Xmed
si )2,

where ∆n =
1
n , kn = ⌊θ

√
1
∆n

⌋, θ is a constant, ψ2 =
∫ 1
0 g2(s)ds,

ψ1 =
∫ 1
0 (g

′(s))2ds with g(x) = min(x, 1 − x) and ∆i,knX
ave

=∑kn−1
k=1 g( k

kn
)(Xave

si+k+1
− Xave

si+k
). The ∆i,knX

med is similarly defined. To
verify the accuracy of the two estimators, we compute the relative
bias, and the results are shown in Fig. 1.

From the figure, we can see that the preaveraging estimators
based on averages and medians perform well for all cases. That
is, the data-cleaning procedures taking either averages or medians
do not affect the consistency of the preaveraging estimator. In this
study, we theoretically prove the consistency of the first estimator,
which is the average over the multiple observations. The asymp-
totic distribution of the estimator is also obtained. We consider
a practically feasible estimator that allows for varying numbers
of multiple observations, or, in other words, that the numbers
of the multiple observations (L′

is) can be different. Moreover, the
estimator remains valid for any pattern of latent t ′i s within the
recording interval (snj−1, s

n
j ] and allows the presence of jumps in

the latent process. The other data-cleaning procedure, using the
median of the prices, is also interesting and will be addressed in
near future.

The results of this paper extend the existing ones in literature.
With the presence of multiple observations, Jing et al. (2017)
theoretically studied the estimation of integrated volatility with-
out presence of noise; they suggested a noise-robust estimator of
integrated volatility in a simulation example for a special case,
that is, Li ≡ L and tj − tj−1 ≡ ∆n/L for i = 1, . . . , n and j =

1, . . . , nL. Liu (2016) investigated the estimation of co-volatility
under multiple observations with the presence of noise, but the
study only derived the consistency for the special case of Li ≡ L
as well. Both the results Liu (2016) and Jing et al. (2017) are
based on the continuous latent process. Liu (2017) derived the
limiting behavior of the multi-power variations, where the result
is based on the assumption that the multiple observations equally
spaced partition the recording intervals. Therefore, this paper not
only extends the setting of the above mentioned studies, but also
provides a practical feasible estimator.

The remainder of the paper is organized as follows. Section 2
describes the model setup. In Section 3, we derive the asymptotic
results. We compare the asymptotic variance of the proposed
estimator to that of other estimators in Section 5. The results of
simulation studies are included in Section 6, and applications to
real high-frequency data are included in Section 7. We conclude
our paper with Section 8, and all technical proofs are in the
Appendix.

2. Setup

2.1. The model

Let {Xt , t ≥ 0} denote the (unobservable) efficient log-price
process defined on the probability space (Ω (0),F (0), P (0)) equipped
with filtration {F (0)

t }t≥0. It is well-known that, under the no-
arbitrage assumption, security price processesmust follow a semi-
martingale (see, e.g., Delbaen and Schachermayer (1994)). We
assume that X follows a one-dimensional semimartingale of the
form

Xt = X0 +

∫ t

0
bsds +

∫ t

0
σsdWs, (1)

where W is a standard Brownian motion, {bs, s ≥ 0} is a locally
bounded adapted process, and {σs, s ≥ 0} is an adapted càdlàg
process.

The process given in (1) is a rather canonical model in finance
due to the fact that all continuous localmartingaleswith absolutely
continuous quadratic variation can be written in the form of (1).
Since {σs, s ≥ 0} is càdlàg, all powers of σ are locally integrable
with respect to the Lebesgue measure. In particular, we have Ct :=∫ t
0 σ

2
s ds < ∞. Moreover, both {bs, s ≥ 0} and {σs, s ≥ 0} can have,

for example, jumps, intra-day seasonality, and long memory.
Throughout, κ(t, x) will denote a continuous truncation func-

tion, that is, a continuous functionwith bounded support such that
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