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Abstract

In various environments new agents may base their decisions on observations of actions taken by a few 
other agents in the past. In this paper we analyze a broad class of such social learning processes, and study 
under what circumstances the initial behavior of the population has a lasting effect. Our results show that 
this question strongly depends on the expected number of actions observed by new agents. Specifically, we 
show that if the expected number of observed actions is: (1) less than one, then the population converges 
to the same behavior independently of the initial state; (2) between one and two, then in some (but not all) 
environments there are decision rules for which the initial state has a lasting impact on future behavior; and 
(3) more than two, then in all environments there is a decision rule for which the initial state has a lasting 
impact.
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1. Introduction

Agents must often make decisions without knowing the costs and benefits of the possible 
choices. In such situations an inexperienced (or “newborn”) agent may learn from the experience 
of others, by basing his decision, on observations of a few actions taken by other agents in the 
past (see, e.g., the social learning models of Ellison and Fudenberg, 1993, 1995; Acemoglu et al., 
2011). In other environments, agents interact with random opponents, and an agent may base his 
choice of action on a few observations of how his current opponent behaved in the past (as first 
described in Rosenthal, 1979, and further developed and applied to various models of community 
enforcement in the Prisoner’s Dilemma game in Nowak and Sigmund, 1998; Takahashi, 2010; 
Heller and Mohlin, forthcoming).

When analyzing such dynamic situations two related important questions arise: (1) does the 
initial behavior of the population have a lasting influence on the population’s behavior in the long 
run, and (2) does the model admit a unique prediction or multiple predictions for the long-run 
behavior? For concreteness, consider an environment in which new agents face a choice between 
competing technologies with positive externalities, where the unknown state of nature determines 
which technology is superior (see, e.g., Banerjee and Fudenberg, 2004). A central issue when 
analyzing this environment is to characterize in which setups the population may be “stuck” in 
the long run with the inferior technology, due to the arbitrary behavior of a few early adopters, 
and in which setups the population will always converge to the superior technology regardless of 
the initial behavior.

The present paper analyzes a broad class of processes in which agents obtain information by 
sampling the behavior of other agents, and it shows that the above two questions strongly depend 
on the expected number of actions observed by new agents. Specifically, we show that: (1) if 
the mean sample size (expected number of actions observed by a new agent) is less than one, 
then the population converges to the same behavior independently of the initial state; (2) if the 
mean sample size is between one and two, then any environment allows for a rule with multiple 
steady states according to which agents learn from the experience of other agents, but only some 
environments allow for decision rules with multiple locally stable states; and (3) if the mean 
sample size is more than two, then all environments admit a decision rule with multiple locally 
stable states, and the initial state determines which steady states will prevail. It should be noted 
that none of our results in any way depend on specifying how payoff considerations enter the 
agent’s choices.1

Overview of the model We consider an infinite population of agents (a continuum of mass one). 
Time is discrete and in every period each agent is faced with a choice among a fixed set of 
alternatives. The population state is a distribution of actions describing the aggregate behavior of 
agents in the population. In each period a fixed share of the agents die and are replaced with new 
agents. Each new agent observes a finite sequence of actions (called a sample) of random size. 
The sample may consist either of past actions of random agents in the population (as in the social 
learning models mentioned above) or past actions of the current, randomly drawn, opponent (as 
in the community enforcement models mentioned above).

A sampling process is a tuple that specifies all the above components. A decision rule specifies 
the distribution of actions played by new agents as a function of the observed sample. The agent 

1 This feature is a main difference compared to other models of convergence of social learning such as Schlag (1998); 
Oyarzun and Ruf (2014).
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