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Abstract

In a Markov game, players engage in a sequence of games determined by a Markov process. In this set-
ting, this paper investigates the impact of varying the informativeness of public information, as defined by 
Blackwell [8,9], pertaining to the games that will be played in future periods. In brief, when a curvature 
condition on payoffs is satisfied, the finding is that, for any fixed discount factor, the set of strongly symmet-
ric subgame perfect equilibrium payoffs of a Markov game with more informative signals is contained in 
this set of equilibrium payoffs if the Markov game is played with any less informative signals. The second 
result shows that larger equilibrium payoffs are possible with less informative signals when the curvature 
condition fails, but only for some discount factors. The third result strengthens the curvature condition, but 
generalizes the first result to all subgame perfect equilibrium payoffs. Finally, a collusion application is 
presented to illustrate the curvature condition.
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1. Introduction

A well-known fact of dynamic games is that intertemporal incentives can support equilib-
rium outcomes that are not possible in static games; threats of punishment in the future induce 
players to choose actions that are not myopically optimal. Many dynamic environments feature 
uncertainty about the nature of future interactions. As the future determines what punishments 
are possible, it is reasonable to suppose that information regarding it will impact equilibrium 
outcomes. However, it is unclear what this impact will be, and investigating this question forms 
the focus of this paper.

Dynamic environments with uncertainty about the future are ubiquitous in economics. Con-
sider the example of collusion over the business cycle (Rotemberg and Saloner [35], Haltiwanger 
and Harrington Jr. [19], Kandori [22], Bagwell and Staiger [5]). There is an infinite horizon over 
which an oligopoly of firms would like to collude, but, unlike the standard repeated oligopoly 
problem, demand fluctuates over time as the economy goes through booms and busts. Examples 
of information that firms may possess regarding future demand include industry demand reports 
and macroeconomic indicators. This paper speaks to whether it is high or low quality information 
that makes collusion easier. As shall be seen, the answer turns out to be low quality information.

Formally, the environment is a game-theoretic setting called Markov games (also commonly 
called stochastic games). Markov games generalize infinitely repeated games by allowing the 
game played each period to vary. There is a set of possible games and one is selected each period 
according to a Markov process. That is, the game in each period is randomly drawn from a 
distribution that depends on the game and potentially, although not in this paper, the players’ 
actions in the previous period.

In this paper, the Markov games model is modified with the addition of public information. 
Specifically, in every period, before they choose their actions, the players receive a public signal 
about the game in the next period.2 Because the current game is known, there are no direct pay-
off consequences of the signals. However, as mentioned previously, information is relevant for 
equilibrium behavior because beliefs about future games determine which intertemporal incen-
tives can be supported. For example, returning to the collusion game, a signal that predicts high 
demand in the next period would make collusion easier, as a cheating firm would forgo more 
expected future profit.

Employing Blackwell’s [8,9] criterion to define how one set of signals is more informative 
than another, this paper compares the equilibrium payoffs of two hypothetical worlds where 
the same Markov game is played but with more informative public signals in one world, called 
world M, than in the other world, called world L.

There are three results. First, under a curvature condition on payoffs, the set of strongly sym-
metric subgame perfect equilibrium payoffs in world M is contained in this set of equilibrium 
payoffs in world L. The result holds for any fixed discount factor. In the sense that larger equi-
librium payoffs are possible in world L, the value of information is negative. Second, when no 
curvature condition is imposed, there are still some discount factors for which the best feasible 
payoff in the Markov game is an equilibrium payoff only in world L. Therefore, the value of 
information is still negative for these discount factors. Finally, the first result is generalized to the 

2 The game in the following period must be known by some agent outside the Markov game (usually nature) that 
generates the public signal. As signals arrive before actions are taken, this is why the Markov process cannot depend on 
the actions of the players in the previous period.
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