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HIGHLIGHTS

e A method to construct directed networks from multivariate time series is described.

e The method is based on an information theoretic reduction of linear auto-regressive models.

e The method enables to reveal hidden relationships among multivariate time series data.

e The method is generic and can be applied to any kind of multivariate time series data in principle.
e The method is applied to two real time series to verify its effectiveness.
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Article history: We describe a method to construct directed networks from multivariate time series which
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Time series modelling RAR models are built and the constituent information in the models is summarized, and
Complex networks (iii) nodes are connected with a directed link based on that summary information. The
Directed networks proposed method is demonstrated for numerical data generated by known systems, and

applied to several actual time series of special interest. Although the proposed method
can identify connectivity, there are three points to keep in mind: (1) the proposed method
cannot always identify nonlinear relationships among components, (2) as constructing
RAR models is NP-hard, the network constructed by the proposed method might be near-
optimal network when we cannot perform an exhaustive search, and (3) it is difficult to
construct appropriate networks when the observational noise is large.
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1. Introduction

Time series of natural phenomena usually show irregular fluctuations, and it is often found that such behaviours can
be attributed to time delays (periodicities) in systems [1]. We consider periodicities as an important clue to understand
dynamical phenomena in nature, irrespective of whether the data are linear or nonlinear. When data is linear the information
of periodicities is directly linked to essential understanding of the linear system generating the data. Nonlinear data might
also have periodicities. In this case the periodicities is one of the important clues to understand the underlying characteristic
in the data and the system. In this paper, we propose a method to construct directed networks from multivariate time series
from the perspective of linear periodic structures (relationships).

There has been various works for constructing networks from multivariate time series and many applications [2-
14]. Among them, there are two previously proposed and widely accepted approaches for constructing networks from
multivariate time series. One uses information from the frequency domain in which phase differences (shifts or delays) at a
frequency between two signals are examined [7], and the other uses information from the time domain in which similarities
between two signals are examined in terms of time differences [12].

Although both approaches have proven to be effective in various cases [7,12], we feel that their effectiveness is
constrained by the following two possible concerns. The first one is that, as the perspective to construct the networks by
these approaches has never been clearly specified, what the constructed networks actually represent is not clear. In these
approaches, multivariate auto-regressive (MVAR) model, the cross correlation (CC) function, and a fixed threshold value are
applied to investigate the existence of relationship between a pair of time series [7,12]. The second concern is that these
statistical approaches often cannot adequately capture more local, nonlinear, or non-stationary peculiarities of time series.
As a result, it is not clear what the constructed networks by the methods indicate for the data. Although the perspective
of these approaches has never been clearly specified, we consider that the perspective of these approaches corresponds to
linear periodic structures, because the MVAR model and the CC function are used. As mentioned above, both approaches are
indirect methods to identify underlying linear periodic structures among multivariate time series. We consider that more
straightforward approach is preferable to identify subtle features of the structures.

In this paper we propose a method which can construct networks from multivariate time series reflecting their dynamical
nature as faithfully as possible based on a firm perspective. The proposed method utilizes a previously proposed linear model,
the reduced auto-regressive (RAR) model [15-17]. The RAR model can precisely identify periodicities that are present in a
time series, irrespective of whether the data is linear or nonlinear, provided the time series is sufficiently long [17]. Of
course, there are restrictions when applying the proposed method. The RAR model cannot always identify nonlinear periodic
structure in the data. To build a RAR model we need to find the optimal subset of possible terms for the model, which is
expected to be an NP-hard problem. In this case, we usually use a selection algorithm, and the obtained RAR model might be
only nearly optimal. It is also difficult to build appropriate RAR models (and to construct appropriate networks) when the
observational noise is large.

The paper is organized as follows. We briefly review two widely accepted approaches as the current approaches in Section
2. In Section 3 we identify the network we like to construct from a given set of time series. In Section 4 we describe the
problems with the current approaches, and show that the current approaches cannot construct the desired networks. In
Sections 5 and 6 we introduce our method and apply the proposed method to several cases using simulated multivariate
time series of known linear systems where there are correct linear model systems and the Rossler systems where there is
no correct linear system. We discuss difficulties with building RAR models in Section 7. In Section 8 we apply our method to
real-world multivariate time series data, which are meteorological data and electroencephalography data.

2. Current approaches

There are two major approaches to construct networks from multivariate time series, which are classified into the
frequency-based approach and the time-based approach. In these approaches each individual time series is treated as a
basic node of a network and a threshold is used to test the existence of relationship between data.

2.1. Frequency-based approach to network construction

There are also two widely accepted frequency-based methods [7,18,19]. One is Directed Transfer Function (DTF) [2,3],
and the other is Partial Directed Coherence (PDC) [4]. DTF was proposed as a multivariate spectral measure to determine
the directional influences between any given pair of time series in a multivariate data set [2,3]. DTF is an estimator that
simultaneously characterizes the direction and spectral properties of the interaction between signals. PDC was proposed as
a factorization of the Partial Coherence after DTF, and PDC is based on MVAR coefficients transformed into the frequency
domain [4]. Both methods are based on the MVAR model, and the MVAR model is transformed to the frequency domain
by the Fourier transform (or z transformation) to investigate the spectral properties. The pair of nodes corresponding to
the chosen two time series is connected with a directed link when a value calculated by both the methods is larger than
an appropriately chosen threshold. A threshold value is used to determine whether the values are large enough. See more
details on DTF and PDC elsewhere [2-4,7].
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