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a b s t r a c t

This paper puts forward kernel ridge regression as an approach for forecasting with many
predictors that are related to the target variable nonlinearly. In kernel ridge regression, the
observed predictor variables aremapped nonlinearly into a high-dimensional space, where
estimation of the predictive regression model is based on a shrinkage estimator in order to
avoid overfitting. We extend the kernel ridge regression methodology to enable its use
for economic time series forecasting, by including lags of the dependent variable or other
individual variables as predictors, as is typically desired in macroeconomic and financial
applications. Both Monte Carlo simulations and an empirical application to various key
measures of real economic activity confirm that kernel ridge regression can produce more
accurate forecasts than traditional linear and nonlinear methods for dealing with many
predictors based on principal components.
© 2016 International Institute of Forecasters. Published by Elsevier B.V. All rights reserved.

1. Introduction

Current practice involves forecasters in macroeco-
nomics and finance facing a trade-off betweenmodel com-
plexity and forecast accuracy. The uncertainty associated
with model choice and parameter estimation means that
a highly complex predictive regression model based on
many variables or intricate nonlinear structures is often
found to produce forecasts that are less accurate than those
from a simpler model that discards some of the informa-
tion that is at the researcher’s disposal.

Various methods for working with many predictors
while circumventing this curse of dimensionality in a linear
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framework have been applied in the recent forecasting lit-
erature, aswas surveyed by Stock andWatson (2006).Most
prominently, Stock and Watson (2002) advocate summa-
rizing large panels of predictor variables into a small num-
ber of principal components, which are then used in a
dynamic factor model for forecasting purposes. Alterna-
tive approaches include combining forecasts based onmul-
tiple models, where each includes only a relatively small
number of variables (Aiolfi & Favero, 2005; Faust &Wright,
2009; Huang & Lee, 2010; Rapach, Strauss, & Zhou, 2010;
Wright, 2009), partial least squares (Groen & Kapetanios,
2008), and Bayesian regression (Bańbura, Giannone, & Re-
ichlin, 2010; Carriero, Kapetanios, & Marcellino, 2011; De
Mol, Giannone, & Reichlin, 2008). Stock andWatson (2012)
find that the dynamic factor model approach is preferable
to these alternatives for forecasting macroeconomic time
series; see also Çakmaklıand vanDijk (2010) and Ludvigson
and Ng (2007, 2009) for successful applications in finance.
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The possibility of the existence of nonlinear relation-
ships among macroeconomic and financial time series has
also received ample attention over the last two decades.
The most popular nonlinear forecast methods include
regime-switching models and neural networks, see the
surveys by Teräsvirta (2006) and White (2006), respec-
tively, and the comprehensive overview by Kock and
Teräsvirta (2011). Alternative approaches include sieve
estimation (Chen, 2007) and nonparametric regression
(Pagan & Ullah, 1999). Typically, these approaches are
suitable only for small numbers of predictors, and their
ability to improve upon the predictive accuracy of lin-
ear forecasting techniques seems limited, see Medeiros,
Teräsvirta, and Rech (2006), Stock andWatson (1999), and
Teräsvirta, van Dijk, and Medeiros (2005), among others.
Giovannetti (2013) proposes a hybrid approach, where a
nonlinear model is estimated using principal components
extracted from a large set of predictors.

In this paper, we introduce a forecasting technique that
can deal with high-dimensionality and nonlinearity simul-
taneously. The central idea is to employ a flexible set of
nonlinear prediction functions and to prevent overfitting
by penalization, in a way that limits the computational
complexity. In this approach, which is known as kernel
ridge regression, the set of predictors is mapped into a
high-dimensional (often even infinite-dimensional) space
of nonlinear functions of the predictors. A forecast equa-
tion is estimated in this infinite-dimensional space, using
a penalty (or shrinkage, or ridge) term to avoid overfit-
ting. This allows kernel ridge regression to avoid the curse
of dimensionality, which plagues alternative nonparamet-
ric approaches when allowing for flexible types of nonlin-
earity. Computational tractability is achieved by choosing
the kernel in a convenient way, so that calculations in the
infinite-dimensional space are actually prevented. This ap-
proach also avoids the computational difficulties that are
encountered in standard linear ridge regression when the
number of predictor variables is large relative to the num-
ber of time series observations. These propertiesmean that
kernel ridge regression provides an attractive framework
for estimating nonlinear predictive relationships in a data-
rich environment.

The kernel methodology was developed in the machine
learning community, an area which often involves large
data sets. The terminology originates fromoperator theory,
as computations are performed in terms of the kernel of a
positive integral operator, see Vapnik (1995). We use the
term kernel in this sense because it is the established term
for this method in machine learning. This meaning should
not be confused with other uses of the word, such as in
kernel smoothing methods for local regression.

A typical application of kernelmethods is classification;
for example, in the optical recognition of pixel-by-pixel
scans of handwritten characters. Schölkopf, Smola, and
Müller (1998) document the outstanding performance of
kernel methods for this classification task. Kernel ridge
regression has also been found to work well in many
other applications. Time series applications are scarce, and
seem to be limited to deterministic (that is, non-stochastic)
time series (Müller et al., 1997). On the other hand,
linear penalized regressionmethods, including linear ridge

regression, are used widely in economic forecasting; see
the recent overview by Kim and Swanson (2014). To the
best of our knowledge, kernel ridge regression has not yet
been applied in the context of macroeconomic or financial
time series forecasting.

This paper makes two methodological contributions to
kernel ridge regression. First, we extend the approach to
enable the use of models that include lags of the depen-
dent variable or other individual variables as predictors,
as is typically desired in economic and financial forecast-
ing applications. Second, we derive a computationally ef-
ficient cross-validation procedure for selecting the tuning
parameters involved in kernel ridge regression, including
the shrinkage parameter that determines the strength of
the penalization.

We provide simulation evidence demonstrating that
kernel ridge regression delivers more accurate forecasts
than conventional principal components methods in the
presence of many predictors that are related nonlinearly
to the target variable. These conventional methods include
threshold autoregressions, extensions of principal com-
ponent regressions to accommodate nonlinearity, as put
forward by Bai and Ng (2008), sieves, and standard non-
parametric regression techniques. The practical useful-
ness of kernel methods is confirmed in an empirical
application to the forecasting of four key measures of US
macroeconomic activity over the period 1970–2009: in-
dustrial production, personal income, manufacturing and
trade sales, and employment. When traditional methods
perform poorly, kernel ridge regression yields substantial
improvements. This result holds for all series at a one-year
horizon, and also at shorter horizons for production and
income. When traditional forecasts are of good quality, as
is the case for sales and employment, kernel-based fore-
casts remain competitive. We also find that kernel ridge
regression is affected less by the 2008–09 financial and
economic crisis than traditional methods.

The remainder of this paper is organized as follows. Sec-
tion 2 describes the kernel methodology. The Monte Carlo
simulation is presented in Section 3, and Section 4 dis-
cusses the empirical application. Conclusions are provided
in Section 5. Details of the technical results are collected in
Appendix A.

2. Methodology

The technique of kernel ridge regression (KRR) is
based on ordinary least squares (OLS) regression and
ridge regression. Therefore, we begin this section by
providing a brief review of these methods, highlighting
their limitations for dealing with nonlinearity and high-
dimensionality. Next, we show how kernel ridge regres-
sion overcomes these drawbacks bymeans of the so-called
kernel trick. We extend the KRR methodology to allow for
‘‘preferred’’ predictors, in order to enable it to be used in
time series contexts. We also present the properties of
some kernel functions that are popular because of their
computational efficiency. As will become clear below, ker-
nel ridge regression involves the use of tuning parame-
ters. In Section 2.5 we propose a computationally efficient
cross-validation procedure for selecting values for these
parameters.



Download English Version:

https://daneshyari.com/en/article/7408170

Download Persian Version:

https://daneshyari.com/article/7408170

Daneshyari.com

https://daneshyari.com/en/article/7408170
https://daneshyari.com/article/7408170
https://daneshyari.com

