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a b s t r a c t

Probabilistic forecasts provide quantitative information in relation to energy uncertainty,
which is essential for making better decisions on the operation of power systems with an
increasing penetration of wind power. On the basis of the k-nearest neighbors algorithm
and a kernel density estimator method, this paper presents a general framework for
the probabilistic forecasting of renewable energy generation, especially for wind power
generation. It is a direct and non-parametric approach. Firstly, the k-nearest neighbors
algorithm is used to find the k closest historical examples with characteristics similar to
the future weather condition of wind power generation. Secondly, a novel kernel density
estimator based on a logarithmic transformation and a boundary kernel is used to construct
wind power predictive density based on the k closest historical examples. The effectiveness
of this approach has been confirmed on the real data provided for GEFCom2014. The
evaluation results show that the proposed approach can provide good quality, reliable
probabilistic wind power forecasts.
© 2015 International Institute of Forecasters. Published by Elsevier B.V. All rights reserved.

1. Introduction

The random and intermittent nature of wind power
is a big challenge for the optimal use of renewable en-
ergy. Accurate predictions of wind power generation are
effective tools for satisfying the requirements of power
system planning and operation (Pinson, 2013). However,
most of the wind power forecasting approaches that are
used at present only give the expected wind power out-
put, which is a deterministic (point) prediction. Recently
though, a new kind of forecasting method, probabilistic
forecasting, has arisen as an active topic. Unlike point
predictions, probabilistic forecasts can produce quantita-
tive information on the associated uncertainty of wind
power generation (Zhang, Wang, &Wang, 2014). Thus, the
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focus of GEFCom2014 is on probabilistic energy forecasting
(Hong et al., this issue).

In this paper, a general framework of probabilistic fore-
casting based on the k-nearest neighbors algorithm (k-NN)
and the kernel density estimator (KDE) method is imple-
mented for forecasting the wind power generation. Firstly,
the k-NN algorithmwas used to find the k historical exam-
ples with features most similar to the future weather con-
dition. Then, the point forecast of the wind power output
is the weighted average of the values of k nearest neigh-
bors. Secondly, the KDE method based on a logarithmic
transformation and a boundary kernel was proposed for
constructing the wind power predictive density. The pro-
posed model ranked fifth in the wind power track of GEF-
Com2014. The evaluation results confirmed that a combi-
nation of the k-NN algorithm and the KDEmethod can pro-
vide good quality, reliable probabilistic wind power fore-
casts.
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Table 1
Candidate input variables for building forecasting model.

Name Example Explanation

YEAR 2012/2013/. . . Calendar year with the century
MONTH 01/02/. . . Calendar month as decimal number
DAY 001/002/. . . Day of year as decimal number
HOUR 00/01/. . . Hours as decimal number
WS100 4.66903 m/s Wind speed forecasting at 100 m
WD100 216.25525° Wind direction forecasting at 100 m
WP100 0.05488 p.u. Wind power output (spot prediction)

2. Data preparation

The quality of the historical data has an impact on the
wind power prediction accuracy. The original wind power
data included several outliers which may be due to wind
turbine maintenance. In the original GEFCom2014 dataset,
thewind power output at some farmswas found to be zero
for many hours in succession. If the value is zero for too
long, it is reasonable to suspect that the corresponding data
points may be outliers. In this paper, if the wind power
output is zero for 48 h or more in succession, it is defined
as a maintenance event. Outliers caused by maintenance
events are removed from the dataset. In this paper, the
definition of amaintenance event is arrived atmainly from
the point of view of industrial experience. Although this
definition may be a bit too strong, it is still effective for
detecting some maintenance events correctly.

The raw dataset only provides the (u, v)-wind predic-
tion, i.e., (U10, V10) and (U100, V100), which is then con-
verted into the wind speed w and wind direction φ. The
conversion is conducted as

w =


u2 + v2, (1)

and

φ =


180
π

× atan2 (u, v) if atan2 (u, v) ≥ 0

180
π

× atan2 (u, v) + 360 if atan2 (u, v) < 0.
(2)

The numeric weather prediction (NWP) model may be
stochastic and may result in poor quality forecasts. Thus, a
moving average of order five is employed to pre-treat the
NWP output. After the data preparation process, Table 1
provides the attributes that are considered as candidate
input variables for building the probabilistic forecasting
model. The attributes ‘YEAR’, ‘MONTH’, ‘DAY’ and ‘HOUR’
are extracted from the attribute ‘TIMESTAMP’. As the hub
height of a modern wind turbine is between 40 and 120m,
we chose to use U100 and V100 as input variables, instead
of U10 and V10. The attribute ‘WP100’ represents the
wind power spot prediction, and is obtained usingmultiple
linear regression (MLR). The MLR model takes the wind
speed ‘WS100’ and the time of day ‘HOUR’ as regressors.
The MLR model is formulated as follows:

p̂t+k|t = b0 + b1wt+k|t + b2w2
t+k|t + b3w3

t+k|t

+ b4 cos

2π
24

dt+k|t


+ b5 sin


2π
24

dt+k|t


+ b6 cos


4π
24

dt+k|t


+ b7 sin


4π
24

dt+k|t


, (3)

where wt+k|t is the wind speed prediction for time t + k
given at time t (i.e., the attribute ‘WS100’ in Table 1). dt+k is
the time of day (i.e., the attribute ‘HOUR’ in Table 1), which
takes the values 0, 1, . . . , 23. Eq. (3) captures diurnal
periodicity using a Fourier series of the time of day. The
range of wind directions, ‘WD100’, is split into several sub-
intervals, and themultiple linear regressionmodel is fitted
for each sub-interval.

3. Forecasting methodology

3.1. k-nearest neighbors algorithm

Themain idea of k-NN algorithm is thatwhenever there
is a new point to predict, its k nearest neighbors are chosen
from the training data. Then, the prediction of the new
point can be the average of the values of its k nearest
neighbors. Wind power point prediction using the k-NN
algorithm has been developed successfully in recent years
(Mangalova & Agafonov, 2014), and resembles the similar-
day approach for electrical load forecasting (Hong, 2014).
The similar-day approach is still used by many utilities,
and derives the future power load using historical days
with similar temperatures and day types. In this paper, the
k-NN algorithm is used to find the appropriate historical
exampleswith characteristics similar to the futureweather
condition (provided by theNWPmodel). Then,wind power
observations of these historical examples will be extracted
and used to construct the wind power predictive density.
The main process of probabilistic wind power forecasting
using the k-NN algorithmcan be boiled down to four steps:

• Calculating the pre-defined distance between the
testing example and the training example;

• Choosing k nearest neighbors from the training exam-
ples with the k smallest distances;

• Predicting the wind power output based on a weighted
averaging technique; and

• Predicting the wind power density based on the kernel
density estimator method.

Firstly, a distance measure is required to characterize
the similarity of any two instances (each record in the
dataset is called an instance). The most commonly used
distancemetrics are the Euclidean distance, theManhattan
distance and the Mahalanobis distance. In this paper,
the original Manhattan distance was enhanced by using
weighting. The weighted Manhattan distance is calculated
as

D [X, Y ] =

n
i=1

wi |xi − yi| , (4)
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