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A B S T R A C T

Previous studies have shown that online data, such as search engine queries, is a new source of data that can be
used to forecast tourism demand. In this study, we propose a forecasting framework that uses machine learning
and internet search indexes to forecast tourist arrivals for popular destinations in China and compared its
forecasting performance to the search results generated by Google and Baidu, respectively. This study verifies
the Granger causality and co-integration relationship between internet search index and tourist arrivals of
Beijing. Our experimental results suggest that compared with benchmark models, the proposed kernel extreme
learning machine (KELM) models, which integrate tourist volume series with Baidu Index and Google Index, can
improve the forecasting performance significantly in terms of both forecasting accuracy and robustness analysis.

1. Introduction

All over the world, the tourism industry contributes significantly to
economic growth (Gunter & Onder, 2015; Song, Li, Witt, &
Athanasopoulos, 2011). According to the China National Tourism Ad-
ministration, in 2016 the tourism income of China reached 4.69 trillion
RMB, increasing by 13.6% compared to the previous year, and ac-
counted for 6.3% of China's GDP. Thus, forecasting tourist volume is
becoming increasingly important for predicting future economic de-
velopment. Tourism demand forecasting may provide basic information
for subsequent planning and policy making (Chu, 2008; Witt & Song,
2002). Methods used in tourism modeling and forecasting fall into four
groups: time series models, econometrics models, artificial intelligence
techniques and qualitative methods (Goh & Law, 2011; Song & Li,
2008). In addition to simple tourist data announced by the State Sta-
tistics Bureau, Internet search queries, which reflect the behavior and
intentions of tourists, have increasingly been used in tourism fore-
casting models (Croce, 2017; Goodwin, 2008). However, the search
index has created big opportunities in the modeling process of tourism
forecasting (Li, Pan, Raw & Huang, 2017).

Internet search data has been applied to many aspects, such as hotel
registrations (Pan & Yang, 2017; Rivera, 2016), tourist numbers
(Bangwayo-Skeete & Skeete, 2015; Yang, Pan, Evans, & Lv, 2015),
economic indicators (Choi & Varian, 2012), unemployment rates

(Askitas & Zimmermann, 2009), private consumption (Vosen &
Schmidt, 2011), and stock returns (Zhu & Bao, 2014). When introdu-
cing the Baidu Index or Google Index into forecasting models, keywords
and the composition of indexes must be selected carefully. Keywords
can be selected according to the correlation coefficient, the tendency
chart or the crowd-squared method (Brynjolfsson, Geva, & Reichman,
2016). Additionally, the composition of indexes can be achieved by the
HE-TDC method (Peng, Liu, Wang, & Gu, 2017) or the principal com-
ponent analysis (PCA). Obviously, efforts should be made to avoid
problems related to multi-collinearity and over-fitting to the greatest
extent possible.

In this study, we proposed a new framework integrating machine
learning and Internet search index to forecast tourist volume. The
forecasting power of the framework is attributable to two features: first,
relevant Internet search queries greatly contribute to the goodness of
fit; second, Kernel-based extreme learning machines have short com-
puting time and good generalization ability. However, as far as we
know, few studies have adopted extreme learning machine to forecast
tourism demand. The proposed framework is utilized to forecasting
Beijing tourist arrivals. Relevant Internet search keywords cover the
various aspects of tourism including dining, lodging, recreation, shop-
ping, tour and traffic. Different from previous studies, this paper con-
siders both Baidu Index and Google Index, which reflect the current
situation of domestic tourists and foreign travelers. The experimental
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results illustrate that the proposed forecasting framework is sig-
nificantly superior to the traditional time series models and some other
machine learning models. Meanwhile, the forecasting power of the
models with Baidu Index and Google Index is stronger than that without
one index or both indexes, which may provide solid evidence that
Internet search queries are of great significance to tourism demand
forecasting.

The remainder of this paper is organized as follows: Literature re-
view is provided in Section 2. Kernel extreme learning machine is in-
troduced in Section 3. Forecasting framework is shown in Section 4.
The empirical study is given in Section 5. Finally, Section 6 offers
concluding work and implications for further research.

2. Literature review

This section reviews relevant literature about tourist arrivals fore-
casting and tourism forecasting with search engine query data. A list of
these literature is provided in Table 1.

NOTE: state space models with exogenous variables (SSME) model;
exponential smoothing (ES) model; Autoregressive Mixed-Data
Sampling (AR-MIDAS) models; empirical mode decomposition (EMD);
back propagation neural network (BPNN); autoregressive distributed
lag model (ADLM); time-varying parameter (TVP); vector auto-
regressive (VAR) model; error correction autoregressive distributed lag
model (EC-ADLM); Bayesian vector autoregressive (BVAR); auto-
regressive moving averaging (ARMA); seasonal autoregressive in-
tegrated moving average (SARIMA); generalized dynamic factor model
(GDFM); principal component analysis (PCA); generalized auto-
regressive conditional heteroskedasticity (GARCH); autoregressive in-
tegrated moving average with exogenous variables (ARIMAX); state
space models (SSM); Dynamic linear model (DLM); modular genetic-
fuzzy forecasting system (MGFFS); structural time series model (STSM);
support vector regression (SVR); fruit fly optimization algorithm (FOA);
seasonal index adjustment (SIA); root mean square error (RMSE); mean
error (ME); mean absolute error (MAE); mean absolute percentage error
(MAPE); Diebold-Mariano (DM) statistic; mean absolute deviation
(MAD); the number of hotel nonresident registrations (NHNR).

2.1. Tourist volume forecasting

Autoregressive integrated moving average (ARIMA) is the most
widely used time series forecasting model. This model has also been
widely applied to tourism forecasting and performed well
(Athanasopoulos, Hyndman, Song, & Wu, 2011; Brida & Risso, 2011;
Chang & Liao, 2010; Chen et al., 2012; Du Preez & Witt, 2003;
Jungmittag, 2016; Li & Sheng, 2016; Liang, 2014; Lim & McAleer,
2002; Shahrabi et al., 2013). However, ARIMA models do not always
outperform others. These models perform well in the traditional
econometric models, but they are sometimes inferior to intelligence
methods. Song and Witt (2000) used a variety of techniques to predict
tourism demand for a specified region and found that a neural network
approach outperformed ARIMA model. Similarly, previous research on
tourist arrivals in China demonstrated that support vector regression
(SVR) outperformed back propagation neural network (BPNN) and
ARIMA models.

Exponential smoothing (ES) has been widely used in tourism fore-
casting and many scholars use the model as a benchmark (Fildes et al.,
2011; Park, Rilett, & Han, 1999; Witt & Witt, 1995). Other time series
models include but are not limited to state space models
(Athanasopoulos & Hyndman, 2008; Beneki, Eeckels, & Leon, 2012; Du
Preez & Witt, 2003), error correction models (ECM) (Lee, 2011; Shen,
Li, & Song, 2009; Vanegas, 2013; Wong et al., 2007), and generalized
autoregressive conditional heteroskedastic (GARCH) models (Chan,
Lim, & Mcaleer, 2005; Liang, 2014).

In recent years, artificial intelligence (AI) techniques have emerged
in the tourism study, such as fuzzy logic theory, artificial neuralTa
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