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a b s t r a c t

Filtering problems with general exponential quadratic criteria are investigated for Gauss–Markov
processes. In this setting, the linear exponential Gaussian and risk sensitive filtering problems are solved
and it is shown that they may have different solutions.

© 2010 Elsevier B.V. All rights reserved.

1. Introduction

The so-called linear exponential Gaussian (LEG) and risk sensi-
tive (RS) filtering problems involve criteria which are exponentials
of integral cost functionals. Before our paper [1], numerous results
had already been reported in specific models, specially around
Markov models, but without exhibiting the relationship between
these two problems. See, e.g., Whittle [2], Speyer et al. [3], Elliott
et al. [4–6] for contributions. In our paper [1], we have solved the
LEG and RS filtering problems for general Gaussian processes in
the particular setting where the functional in the exponential is
a singular quadratic functional. Moreover we have proved that ac-
tually in this case the solutions coincide. In the present paper the
problems are revisited for Gauss–Markov processes butwith a non-
singular quadratic functional in the exponential. In this setting the
solutions are exhibited and we propose an example to show that
they may be different.
It what follows all random variables and processes are defined

on a given stochastic basis (Ω,F , (Ft), P) satisfying the usual
conditions and processes are (Ft)-adapted. We deal with a signal
process X = (Xt , t ≥ 0) in R governed by the linear equation
dXt = atXtdt + dBt , X0 = 0, (1)

and an observation process Y = (Yt , t ≥ 0) in R governed by the
linear equation

dYt = AtXtdt + d̃Bt , Y0 = 0, t ≥ 0. (2)
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Here a = (at , t ≥ 0) and A = (At , t ≥ 0) are continuous real-
valued deterministic functions, B = (Bt , t ≥ 0) and B̃ = (̃Bt ,
t ≥ 0) are independent 1D standard Brownian motions. Clearly
the pair (X, Y ) is Gaussian.
For a given continuous deterministic function Λ = (Λs, 0 ≤ s
≤ T )with values in the set of nonnegative definite symmetric 2×2
matrices

Λs =

(
Λ11(s) Λ12(s)
Λ12(s) Λ22(s)

)
,

such that Λ22(s) 6= 0, let us denote by h̄ ∈ H the solution of the
LEG type filtering problem:

h̄ = argmin
h∈H

1
µ
lnE

[
exp

{
µ

2

∫ T

0
(Xshs)Λs

(
Xs
hs

)
ds
}]
. (3)

In this definition µ is a real parameter and h = (hs, 0 ≤ s ≤ T ) ∈
H means that h is a (Ys)-adapted continuous process where (Ys)
is the natural filtration of Y , i.e., Ys = σ({Yu, 0 ≤ u ≤ s}), 0 ≤
s ≤ T .
We can also define ĥ as a solution of the following recursive

equation, which is the basic definition of the RS type filtering
problem:

ĥt = argmin
g∈Yt

1
µ
lnE

[
exp

{
µ

2
(Xtg)Λt

(
Xt
g

)
+

µ

2

∫ t

0
(Xŝhs)Λs

(
Xs
ĥs

)
ds
}/

Yt

]
, (4)

where g ∈ Yt means that g is a Yt-measurable variable.
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It is clear that risk-neutral versions of these two problems
(namely, dropping the exponentials in definitions (3)–(4), i.e.,
simply with quadratic criteria) are ‘‘equivalent’’. Actually both the
solutions coincide with a weighted Kalman filter:

h̄t = ĥt = −
Λ12(t)
Λ22(t)

· πt(X),

where for any process η = (ηt , t ∈ [0, T ]) such that E|ηt | < +∞,
the notation πt(η) is used for the conditional expectation of ηt
given the σ -field Yt ,

πt(η) = E(ηt/Yt).

One question that we want to discuss in this paper is the
possible ‘‘equivalence’’ of problems (3) and (4). In our paper [1], we
have considered the casewhen the quadratic functional involved in
the exponential is singular, namely when matricesΛs are singular,
i.e., Λ11 = Λ22 = −Λ12, and hence (Xs hs)Λs

(
Xs
hs

)
= Λ11(s)(Xs −

hs)2, which means that only squares of filtering errors are taken
into account in the criteria; we have shown that in this setup the
equality h̄ = ĥ holds, even in a non-Markovian setting. Here a
simple example where h̄ 6= ĥ is proposed below which shows that
if the quadratic functional is nonsingular then the answer may be
negative even for the Markovian model (1)–(2). Notice that such a
setup includes criteria which take into account possible estimating
costs evaluated as squares h2s of the filters.
The paper is organized as follows. Section 2 contains the state-

ments providing the solutions of LEG and RS filtering problems in
the nonsingular setting. In Section 3 the announced examplewhich
shows the discrepancy between the two filtering problems is an-
alyzed. A comparison of the different filters including a discussion
about their robustness is also proposed. Then preparing for the
analysis of the filtering problems, in Section 4 a Cameron–Martin
type formula for the conditional Laplace transform of a quadratic
functional of the involved signal process is derived. Finally Sec-
tion 5 contains the proofs of the announced results.

2. Solution of the filtering problems with exponentials of
integral functional criteria

Herewe formulate the statements providing the solutions of the
LEG and RS filtering problems. Their proofs are given in Section 5.

2.1. Solution of the LEG filtering problem

Let us formulate the following condition (C∗µ):

(C∗µ) the forward and backward Riccati equations:

˙̄γ
XX
= 2at γ̄XX + 1− γ̄

2
XX
[A2t − µΛ11], γ̄XX (0) = 0, (5)

Γ̇ = −
det(Λ)
Λ22

− 2
(
at + µγ̄XX

det(Λ)
Λ22

)
Γ

−µΓ 2γ̄ 2
XX

[
A2t − µ

Λ212

Λ22

]
, Γ (T , T ) = 0, (6)

haveuniquenonnegative andbounded solutions (γ̄XX (t), 0 ≤
t ≤ T ) and (Γ (T , t), 0 ≤ t ≤ T ).

Notice that for all µ negative condition (C∗µ) is satisfied and
if µ is positive, it is satisfied for µ sufficiently small, for exam-
ple, those such that for any t ≤ T A2t − µΛ11(t) is nonnegative
(cf. Lemma 2 [1]).

Proposition 1. Suppose that condition (C∗µ) is satisfied. Let h̄ =
(h̄t , 0 ≤ t ≤ T ) such that:

h̄t = −
Λ12(t)
Λ22(t)

(1− µγ̄XX (t)Γ (T , t))Z
h̄
t , (7)

where γ̄XX and Γ (T , ·) are the solutions of the Riccati equations (5)
and (6) respectively and Z h̄ = (Z h̄t , 0 ≤ t ≤ T ) is the solution of the
following equation:

dZ h̄t =
[
a+ µ

γ̄XX

Λ22
(det(Λ)+ µΛ212γ̄XXΓ )

]
Z h̄t dt

+ Aγ̄XX [dYt − AZ
h̄
t dt]. (8)

Then h̄ is the solution of the LEG filtering problem (3) and moreover,
the corresponding optimal risk is given by

1
µ
lnE

[
exp

{
µ

2

∫ T

0
(Xsh̄s)Λs

(
Xs
h̄s

)
ds
}]

=
1
2

∫ T

0
γ̄XX (s)Λ11(s)ds+

1
2

∫ T

0
Γ (T , s)A2s γ̄

2
XX
(s)ds.

Remark 1. (i) It is clear that in the singular case where Λ11 =
Λ22 = −Λ12, Eq. (6) implies that Γ ≡ 0 and therefore Z h̄ = h̄
(cf. [1]).

(ii) But in the general case Γ may depend on T and as a
consequence, h̄t may also depend on T . An example of such a
dependence will be given below. Of course, by its definition ĥt
does not depend on T and hence h̄ 6= ĥ in this example.

2.2. Solution of the RS filtering problem

Let us formulate the following condition (C∗∗µ ):

(C∗∗µ ) the Riccati equation (5) has a unique, nonnegative and
bounded solution on [0, T ] such that for 0 ≤ t ≤ T

1− µγ̄XX (t)Λ11(t) > 0.

Proposition 2. Suppose that condition (C∗∗µ ) is satisfied. Let ĥ =
(̂ht , 0 ≤ t ≤ T ) such that:

ĥt = −Λ12(t)[Λ22(t)− µγ̄XX (t)det(Λt)]
−1 Z ĥt , (9)

where Z ĥt = (Z
ĥ
t , 0 ≤ t ≤ T ) is the solution of the following equation:

dZ ĥt =
[
at + µγ̄XX det(Λ)

1− µγ̄XXΛ11det(Λ)
Λ22 − µγ̄XX det(Λ)

]
Z ĥt dt

+ At γ̄XX [dYt − AtZ
ĥ
t dt]. (10)

Then ĥ is the solution of the RS filtering problem (4).

Remark 2. (i) It is clear that for the singular case where Λ11 =
Λ22 = −Λ12, equalities (9) and (10) imply that ĥ = Z ĥ =
Z h̄ = h̄ (cf. [1]).

(ii) Let us emphasize that, of course, ĥt does not depend on T and
so generally ĥt 6= h̄t .

3. Comparison of the filters: an example

To illustrate the possible dependence of the solution of the LEG
filtering problem on T and so the discrepancy between LEG and RS
filtering problems we propose to take
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