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a b s t r a c t

A distributed algorithm is proposed for solving a linear algebraic equation Ax = b over a multi-agent
network, where A ∈ Rn̄×n and the equation has a unique solution x∗

∈ Rn. Each agent knows only a
subset of the rows of


A b


, controls a state vector xi(t) of size smaller than n and is able to receive

information from its nearby neighbors. Neighbor relations are characterized by time-dependent directed
graphs. It is shown that for a large class of time-varying networks, the proposed algorithm enables each
agent to recursively update its own state by only using its neighbors’ states such that all xi(t) converge
exponentially fast to a specific part of x∗ of interest to agent i. Applications of the proposed algorithm
include solving the least square solution problem and the network localization problem.

© 2016 Elsevier B.V. All rights reserved.

1. Motivations

A natural idea for solving large systems of linear algebraic
equations is to decompose them into smaller ones which can then
be solved by a multi-agent network. Since autonomous agents
in a network are usually physically separated from each other,
each agent can only communicate with its nearby neighbors.
There are typically communication constraints on the information
flow across a multi-agent network. This consequently precludes
centralized processing and gives rise to distributed algorithms for
solving linear equations Ax = b simultaneously bym agents [1–4],
in which each agent i knows


Ai bi


of the partitioned matrix


A b


=


A1 b1
A2 b2
...

...
Am bm

 , A ∈ Rn̄×n (1)

✩ The research of A.S. Morse, L. Wang and D. Fullmer is supported by the US
Air Force Office of Scientific Research and the National Science Foundation. The
research of Z. Lin is supported by the National Natural Science Foundation of China
under Grant 61273113.
∗ Corresponding author.

E-mail addresses:mous@purdue.edu (S. Mou), linz@zju.edu.cn (Z. Lin),
lili.wang@yale.edu (L. Wang), daniel.fullmer@yale.edu (D. Fullmer),
as.morse@yale.edu (A.S. Morse).

current estimates of the equation’s solution x∗ generated by
its neighbors, and nothing more. Rather than go through the
intermediate step of reformulating the problem of solving linear
equations, an optimization problem [5–9] or a constrained
consensus problem [10], the algorithm in [3] has tackled the
problem directly based on a so-called ‘‘agreement principle’’,
which, on the one hand limits each agent’s state update to satisfy
its own private equation and on the other causes all agents’ states
to reach a consensus. Implementing these algorithms requires
each agent to transmit at each time step a vector of dimension at
least n to each of its current neighbors. In certain applications, to
be described in this paper, it is not necessary for each agent to
determine all of the entries of x∗, especially when the matrix A
have zero columns. There is the possibility that each agent may
be able to determine its own favorite part of the entries of x∗ by
transmitting estimates of dimensions smaller than n. The aim of
this paper is to present such an algorithm for solving the linear
equation which requires less communication between agents than
the algorithm in [3] by exploiting the special structure of A.

The rest of the paper is organized as follows: We formulate the
problem of interest in Section 2 and present an algorithm to solve
it in Section 3. Analysis to prove the effectiveness of the proposed
algorithm is provided in Section 4. Two application examples are
discussed in Section 5 and we conclude in Section 6. Proof for all
propositions and lemmas is given in the Appendix.

Notation. Let m = {1, 2, . . . ,m}. Let 1m denote the m × 1 vector
with all elements equal to 1. Let Im denote the m × m identity
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matrix. Let I denote the identity matrix of a proper size. Let M ′

and |M| denote the transpose and the 2-norm of the matrix M ,
respectively. Throughout the paper, we let col {· · ·} denote a
column stack of all elements in it and let col {Ai, i ∈ R}, where R
is a set of positive integers, denote a stack of Ai with the index in a
top-down ascending order. For two setsR1 andR2, we letR1∩R2
and R1 ∪ R2 denote their intersection and union, respectively. Let
R1/R2 denote the set by deleting all the elements belonging to
R2 from R1. Let diag {A1, A2, . . . , Am} represent a block diagonal
matrix with Ak as its kth diagonal block. Let Gsa denote the set of all
directed graphswithm vertices which have self-arcs at all vertices.
Let γ (M) denote the graph of a square matrix M ∈ Rm×m with
nonnegative entries, which is an m vertex directed graph defined
so that (j, i) is an arc from j to i in the graph just in case the ijth
entry ofM is non-zero.

2. Problem formulation

Given a linear equation Ax = b, where A ∈ Rn̄×n and b ∈ Rn̄ can
be partitioned as in (1), we suppose each Ai admits a block partition
of the form Ai =


Ai1 Ai2 · · · Aim


, i ∈ m, where some of

the Aij ∈ Rn̄i×nj may be zero matrices. To represent the pattern of
non-zero blocks in A, we let Ri and Ci denote the set of positive
integers such that Aij ≠ 0 for each j ∈ Ri and Aji ≠ 0 for each
j ∈ Ci, respectively, i ∈ m. For example, if

A =

A11 A12 0
A21 0 A23
A31 A32 A33


, (2)

one hasR1 = {1, 2} andC1 = {1, 2, 3}. Without loss of generality,
we assume that A is partitioned such that there are no zero block
rows or columns. That is, Ri ≠ ∅ and Ci ≠ ∅ for all i ∈ m. The
existence of zero blocks in Ai leads to the following factorization

Ai = ĀiRi. (3)

Here Āi ∈ Rn̄i×mi with mi =


k∈Ri
nk is resulted from deleting

zero blocks from Ai,

Ri = col {Ek, k ∈ Ri} ∈ Rmi×n

with

Ek =


0
nk×

k−1
i

ni
Ink×nk 0

nk×
m

i=k+1
ni


∈ Rnk×n, k ∈ m.

Consider a network ofm agents that are able to receive informa-
tion from their ‘‘neighbors’’. Here by a neighbor of agent i is meant
any agent within agent i’s reception range. We write Ni(t) for the
labels of agent i’s neighbors at time t and we always take agent i
as a neighbor of itself, that is, i ∈ Ni(t). Neighbor relations can be
conveniently characterized by a directed graph N(t) with m ver-
tices and a set of arcs defined so that there is an arc in N(t) from
vertex j to i just in case that agent j is a neighbor of agent i.

Let x∗ denote the unique solution to Ax = b. Corresponding
to the pattern of zero-blocks in A, we partition x∗

= col {x∗

1, x
∗

2,
. . . , x∗

m} with x∗

i ∈ Rni . Let yi = Rix∗, that is,

yi = col {x∗

k , k ∈ Ri}, i ∈ m. (4)

Then yi is a part of x∗, which may become agent i’s specific interest
in certain situations. This leads us the following problem:

Problem 1. Suppose each agent i controls a state vector xi(t) ∈

Rmi to satisfy its own private function Āixi(t) = bi. Devise a local
rule for each agent to update its own state only using state vectors
from its neighbors such that all xi(t) converge exponentially fast to
the constant vector yi.

3. The algorithm

In this section, we will present a distributed algorithm to solve
Problem 1.

Suppose time is discrete in that t takes values in {1, 2, . . .} and
all agents operate synchronously. At t = 1, each agent i picks xi(1)
to satisfy Āixi(1) = bi. For t ≥ 1, we restrict the updating of xi(t)
to iterations of the form

xi(t + 1) = xi(t) + Kiui(t)

where the columns of Ki form a basis for the kernel of Āi. Then no
matter what ui(t) is, each xi(t) will obviously satisfy Āixi(t) = bi.
If additionally there exists a constant vector x∗ such that

xi(t) = Rix∗, i ∈ m, (5)

one by Ai = ĀiRi has Aix∗
= bi for all i ∈ m. Then Ax∗

= b.
From the definitions of Ek and Ri, one notes that the kth sub-

state of R′

ixi(t) is EkR′

ixi(t). To show that there exists a constant
vector x∗ satisfying (5), one only needs to show that there exists
a constant vector x∗ such that

EkR′

ixi(t) = Ekx∗, k ∈ Ri, i ∈ m. (6)

To accomplish this it suffices to show

EkR′

ixi(t) = EkR′

jxj(t), j ∈ Ni(t) ∩ Ck, k ∈ Ri, i ∈ m. (7)

This is clearly a consensus problem which can be solved by choos-
ing xi(t + 1) such that

EkR′

ixi(t + 1) =


j∈Ni(t)∩Ck

wijk(t)EkR′

jxj(t), k ∈ Ri

where thewijk(t) are calledweights chosen to be such thatwijk(t) ≥

0 for t ≥ 1 and for all i, j, k ∈ m; wijk(t) ≠ 0 if and only if
k ∈ Ri ∩ Rj; and
j∈Ni(t)∩Ck

wijk(t) = 1, k ∈ Ri, i ∈ m. (8)

Inspired by the consensus literature [11–15], we choose ui(t) to
minimize the square of the 2-norm of

col


EkR′

ixi(t + 1) −


j∈Ni(t)∩Ck

wijk(t)EkR′

jxj(t), k ∈ Ri


. (9)

From Ri = col {Ek, k ∈ Ri} and RiR′

i = I , one has (9) is equivalent to

xi(t + 1) − vi(t) (10)

where

vi(t) = col

 
j∈Ni(t)∩Ck

wijk(t)EkR′

jxj(t), k ∈ Ri


. (11)

Choosing ui(t) to minimize the square of the 2-norm of (10) leads
to an update for agent i in the form of

xi(t + 1) = xi(t) − Pi (xi(t) − vi(t)) (12)

where Pi denotes the orthogonal projection matrix to the kernel of
Āi.
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