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Abstract

Objectives: We provide guidelines for handling the most common missing data problems in repeated measurements in observational studies
and deal with practicalities in producing imputations when there are many partly missing time-varying variables and repeated measurements.

Study Design and Setting: The Maastricht Study on long-term dementia care environments was used as a case study. The data contain
84 momentary assessments for each of 115 participants. A continuous outcome and several time-varying covariates were involved contain-
ing missing observations varying from 4% to 25% per time point. A multiple imputation procedure is advocated with restrictions imposed
on the relation within and between partially missing variables over time.

Results: Multiple imputation is a better approach to deal with missing observations in both outcome and independent variables.
Furthermore, using the statistical package R-MICE, it is possible to deal with the limitations of current statistical software in imputation

of missing observations in more complex data.

Conclusion: In observational studies, the direct likelihood approach (i.e., the standard longitudinal data methods) is sufficient to obtain
valid inferences in the presence of missing data only in the outcome. In contrast, multiple imputation is required when dealing with partly
missing time-varying covariates and repeated measurements. © 2018 Elsevier Inc. All rights reserved.
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1. Introduction

A major advantage of analyzing longitudinal data over
cross-sectional data is the possibility to describe individual
profiles over time. Because characteristics of subjects may
vary over time, measuring the outcome and time-varying
characteristics of the subjects repeatedly enables us to bet-
ter evaluate the effect of them on the outcome for an arbi-
trary subject [1]. There are many examples, for instance in
health care practice, that demonstrate the merits of longitu-
dinal data [2—4]. However, analyzing longitudinal data
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typically needs advanced approaches when compared to
standard cross-sectional data.

Missing data are one of the central problems that one en-
counters during the analysis of longitudinal data. Subjects
may drop out due to, for example, sudden severe illness,
death, or inability to locate by the researchers, or a measure-
ment may be missing due to reasons that are unknown to or
known but not measured by the researcher. Missing data are
a unique challenge all researchers face from time to time,
especially those in health care practice [5]. As research de-
signs have become more complex and often multicentered,
the problem of missing data has become much more com-
mon and complicated. Therefore, statisticians have been ad-
dressing this problem over decades and developed solutions
that can stand the scrutiny of statistical theory [6—8].

Popular solutions include excluding from the analysis
those subjects who have missing observations (i.e., com-
plete cases analysis), simple substitution methods, and
advanced approaches like the direct maximum likelihood
and multiple imputation (MI) [9]. Although applied re-
searchers may know the existence of these methods, they
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What is new?

Key findings

e When analyzing longitudinal data with missing ob-
servations, two situations require different ap-
proaches. If the missing data are in the outcome
only (and the independent variables are fully
observed), the direct likelihood method will pro-
duce unbiased estimates under the missing at
random assumption, and thus multiple imputation
is not necessary. If, on the other hand, some of
the independent variables contain missing observa-
tions too, imputation of missing data is then
advantageous.

e A problem arises if there are more columns (vari-
ables per time point) than rows (subjects) when
the data are constructed for the imputation purpose
(i.e. the data are converted to the wide format).
With no restrictions, imputing missing data cannot
be performed and any software packages will sim-
ply crash or stop imputing. Therefore extra restric-
tions should be imposed while preserving as much
as possible the correlation structure of the data,
given the imputation model.

e The R- MICE package is useful to successfully
deal with such complex longitudinal data.

What this adds to what is known?

e Analysis of the aforementioned complex observa-
tional longitudinal data, with many repeated mea-
surements and partly missing time-varying
covariates, can be analyzed using the R-MICE
package by imposing extra restrictions on the rela-
tion within partly missing variables over time.

e When missing data are in the independent vari-
ables, the direct likelihood removes subjects with
missing observations, which results in biased
estimates.

What is the implication and what should change

now?

e Care should be taken when analyzing longitudinal
data with partly missing observations in the covari-
ates. Moreover, standard software like SPSS and
SAS may fail to deliver estimates if there are many
time points and time- varying covariates. The
guidelines as proposed in the article may be useful
for a successful analysis.

may be less aware of the advantages and disadvantages of
them depending on the design and underlying missing data

mechanisms. Moreover, longitudinal data may have many
time points and often contain time-varying independent
variables with missing observations [10] so that imputation
of missing data using standard software like SPSS and SAS
may fail in such complex designs.

The purpose of this article is to provide researchers with
practical guidelines to handle the most common missing
repeated measurements data problems in observational
studies. Many researchers, for example, in health care
research and health services, use standard techniques as
offered in software like SPSS without realizing the prob-
lems that may occur in their particular data. We specifically
aim to address

e The important problem of how to analyze longitudi-
nal data if there are missing observations in the
outcome only and/or if missing observations are
extended to independent variables too. These two sit-
uations require different approaches.

e Practicalities in producing imputations when there are
many time-varying variables and repeated measure-
ments, such that the imputation task will be impos-
sible without making extra restrictions.

e The difficulties with common and ready-to-use impu-
tation routines in statistical packages SPSS, SAS, and
R.

In Section 2, we introduce the Maastricht Study on long-
term dementia care environments (MLTD) as a case study
and elaborate on its missing data structure. Using this struc-
ture as a reference, several potential problems have been
considered. In Section 3, a brief review of possible solu-
tions to handle missing data is given. Moreover, a limited
simulation study is conducted to further elaborate on
performance of different methods based on bias and
coverage aspects of the estimates. In Section 4, an outline
is given about the statistical analysis of the MLTD study.
In Subsection 4.1, tips and tricks are given of how to imple-
ment the state-of-the-art method to handle missing observa-
tions. In Subsection 4.2, we describe the software
limitations by comparing SPSS, SAS, and R-MICE. In
Section 4.3 the suggested approach to deal with missing ob-
servations is applied to the MLTD study and the results are
presented. In section 5, the article ends with a discussion.

2. Missing data structure of the MLTD study

As a motivation example, the MLTD study has a longi-
tudinal design aiming at investigating the effect of innova-
tive dementia care environments (i.e., small scale,
homelike) in comparison with traditional nursing homes
(large scale) on residents’ daily life [3]. In this case study,
we are interested to compare the mood between the elderly
living in traditional large-scale wards (LSW = 1; 29 wards)
and innovative small-scale wards (LSW = 0; 86 wards). A
randomized observation schedule was performed, such that
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