
Systems & Control Letters 65 (2014) 23–29

Contents lists available at ScienceDirect

Systems & Control Letters

journal homepage: www.elsevier.com/locate/sysconle

Positive state controllability of positive linear systems
Chris Guiver a,∗, Dave Hodgson b, Stuart Townley a

a Environment and Sustainability Institute, College of Engineering Mathematics and Physical Sciences, University of Exeter, Penryn Campus, Cornwall,
TR10 9FE, UK
b Centre for Ecology and Conservation, College of Life and Environmental Sciences, University of Exeter, Penryn Campus, Cornwall, TR10 9FE, UK

a r t i c l e i n f o

Article history:
Received 25 March 2013
Received in revised form
25 November 2013
Accepted 3 December 2013
Available online 20 January 2014

Keywords:
Controllability
Linear system
Discrete time
Positive system
Constrained system
Population ecology

a b s t r a c t

Controllability of positive systems by positive inputs arises naturally in applications where both external
and internal variables must remain positive for all time. In many applications, particularly in population
biology, the need for positive inputs is often overly restrictive. Relaxing this requirement, the notion of
positive state controllability of positive systems is introduced. A connection between positive state con-
trollability and positive input controllability of a related system is established and used to obtain Kalman-
like controllability criteria. In doing so we aim to encourage further study in this underdeveloped area.

© 2013 Elsevier B.V. All rights reserved.

1. Introduction

Controllability is one of the most fundamental concepts in con-
trol theory. For finite-dimensional, linear, time-invariant, contin-
uous time systems the notions of reachability, controllability and
null controllability are all equivalent. The formulation of these con-
cepts dates back to Kalman [1] and, as is well-known, their appeal
lies in the interplay between analytic and algebraic concepts. For
instance, the existence of a control steering the system to a desired
state is equivalent to the reachability matrix having full rank.

Controllability does not a priori respect any (componentwise)
nonnegativity of a system. This is problematic for many physically
motivated applications, where state and input variables corre-
spond to quantities that cannot take negative values. The need for
nonnegative variables motivated the development of positive sys-
tem theory and there now exist several textbooks on the subject
(for example, [2–4]). Naturally, controllability, that is positive input
controllability, in such a framework ismore limited than the general
case, but the situation is well understood ([5,6] and the references
therein). A key feature of positive system theory is the notion that
both the state and the input variables must be nonnegative.

It is of interest, however, to consider

x(t + 1) = Ax(t) + Bu(t), t ∈ N0, (1.1)
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where A and B are componentwise nonnegative under the con-
straints that just the state must be nonnegative—what might be
termed positive state controllability. There are conceivably many
applications of such a framework, for example, in economic or lo-
gistic type models (see, for example, Miller and Blair [7]). Our pri-
mary example of where such a framework is necessary, however,
is population ecology. Here matrix models are often used (see, for
example, Caswell [8] or Cushing [9]) with the nonnegative state x
denoting a stage- or age-structured population, and the control u
denoting a conservation strategy or a form of pest control or har-
vesting. There are many papers (including, for example, [10–13])
where the model (1.1) is suitable for describing the addition or re-
moval of individuals from a population and for a full description of
these actions we require that u can take negative values.

The framework of positive state controllability places a nonneg-
ativity constraint on the codomain, and not on the domain, of the
input-to-state map and it is not immediately clear that the posi-
tive input controllability theory is applicable. Herewedemonstrate
that under certain assumptions (reasonable for applications to
population ecology) the problem of positive state controllability is
equivalent to positive input controllability of a related positive sys-
tem. Using this approach we characterise both the set of reachable
states and the set of null controllable states of the pair (A, B) under
the constraint that the statemust remain nonnegative.We demon-
strate that, for example, the class of Leslie matrices [14] (with
suitable control) that is frequently used in ecological modelling is
positive state controllable, but often with negative control signals.
We believe that there is seemingly a non-trivial ‘middle ground’
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between the controllability of linear systems and the positive input
controllability of positive systems that is worthy of in-depth study.

2. Positive state control

For n ∈ N, Rn
+

denotes the nonnegative orthant in Rn and
ei ∈ Rn is the ith standard basis vector. For vectors x and matrices
X, x ≥ 0 (also 0 ≤ x) and X ≥ 0 (also 0 ≤ X) denotes componen-
twise nonnegativity. The superscript T denotes matrix transposi-
tion. We are interested in the pair (A, B) generating the controlled
system (1.1) where A, B ≥ 0 and the state x is nonnegative.

Our main result is Theorem 2.6 which relates nonnegative state
trajectories with possibly nonpositive inputs to nonnegative state
trajectories with nonnegative inputs of a related system. Such a
connection allows us to appeal to existing positive input control
results for this related system. Our key assumption is as follows.

(A) Given the pair (A, B) ∈ Rn×n
×Rn×m with A, B ≥ 0 there exists

F ∈ Rm×n such thatwith Ã := A−BF both Ã ≥ 0 and if v ∈ Rn
+
,

w ∈ Rm satisfy Ãv + Bw ≥ 0 then w ≥ 0.

The idea of assumption (A) is that by decomposing A into Ã+BF ,
negative controls u in Ax + Bu can be absorbed as Ãx + B(Fx + u).
Lemma 2.1 below gives a constructive characterisation of assump-
tion (A) and demonstrates that if (A) holds then it holds for pre-
cisely one F which can be calculated explicitly.

Lemma 2.1. Assumption (A) holds for (A, B) ∈ Rn×n
× Rn×m with

A, B ≥ 0 if, and only if, there exist m rows of B such that the m × m
submatrix, denoted as B, formed by taking these m rows from B is a
positive monomial matrix and

A − BB−1A ≥ 0. (2.1)

Here A is formed of them rows of A that appear in B. Consequently, (A)

holds if, and only if, it holds with F = B−1A so that Ã := A − BF ≥ 0.

To prove Lemma 2.1 we first need an intermediate result.

Lemma 2.2. Given a pair (A, B) with A, B ≥ 0 assumption (A) holds
for (A, B) if, and only if, there exists F ,H ∈ Rm×n such that the fol-
lowing four conditions hold

(a) F ,H ≥ 0, (b) A − BF ≥ 0,
(c) HA = F , (d) HB = Im.

(2.2)

Here Ip with p ∈ N denotes the p × p identity matrix.

Proof. Assumption (A) can be written as, there exists F ∈ Rm×n,

F ≥ 0 such that Ã = A − BF ≥ 0 and for all v ∈ Rn, w ∈ Rm
Ã B
In 0

 
v
w


≥ 0 ⇒ w =


0 Im

 
v
w


≥ 0. (2.3)

By [15], (2.3) is equivalent to the existence of H̃ ∈ Rm×(n+m), H̃ ≥ 0
such that
H̃1 H̃2

 
Ã B
In 0


=


0 Im


⇐⇒

H̃1Ã + H̃2 = 0, and H̃1B = Im.

(2.4)

Since we require that H̃ ≥ 0 we see immediately from (2.4) that
we can always take H̃2 = 0 and hence bywritingH = H̃1 it follows
that (A) is equivalent to the existence of F ,H ∈ Rm×n such that

F ,H ≥ 0, A − BF ≥ 0, HÃ = 0, HB = Im. (2.5)

Using the fact that Ã = A − BF so that HÃ = HA − HBF we have
that (2.5) is equivalent to (2.2), as required. �

Proof of Lemma 2.1. First assume that B contains anm × m posi-
tive monomial submatrix, which we denote by B. Let A denote the
m×n submatrix of A formed by taking them rows {i1, . . . , im} of A
that appear in B. Since B is positive monomial, it follows (from, for
example, p. [16, p. 68]) that B has a positive inverse. Define

F := B−1A ≥ 0, (2.6)

the nonnegativity following as B−1, A ≥ 0. Furthermore, by as-
sumption A − BB−1A ≥ 0 and hence

Ã := A − BF = A − BB−1A ≥ 0.

Now assume that v ∈ Rn
+
, w ∈ Rm are such that Ãv + Bw ≥ 0. By

restricting attention to rows {i1, . . . , im} (where A − BF = 0) we
have that

(A − BF)v + Bw ≥ 0 ⇒ Bw ≥ 0 ⇒ w ≥ 0,

as B−1
≥ 0. We conclude that (A) holds.

To prove the converse we use the characterisation of (A) from
Lemma2.2. Suppose that (A) holds so that there existsH, F ∈ Rm×n

such that (a)–(d) hold. We also need a corollary to [16, Lemma 4.3,
p. 68], which we repeat here. A real nonnegative n×mmatrix X of
rank m has a nonnegative left inverse if, and only if, X contains an
m × m monomial submatrix.

Assumptions (a) and (d) imply that B has a nonnegative left in-
verse H and thus B must contain at least one (although possibly
many)m×m positivemonomial submatrix (submatrices), as must
H . From the above arguments there must be a set ofm rows

{i1, . . . , im} ⊆ {1, 2, . . . , n},

of B that give rise to a monomial submatrix B where the corre-
sponding columns {i1, . . . , im} of H must each have precisely one
nonzero entry. The columns must each have at least one nonzero
entry so that the product HB does not have a zero column. They
cannot have more than one else HB = Im cannot hold.

The equalities HA = F and HB = Im together imply that H(A −

BF) = 0 and as H ≥ 0, H ≠ 0, A−BF ≥ 0 it follows that the rows
{i1, . . . , im} of A − BF must be zero. Therefore, restricting to the
rows {i1, . . . , im} we have that

A − BF = 0, (2.7)

where A is anm× n submatrix formed from rows {i1, . . . , im} of A.
From (2.7) it follows that F = B−1A which by construction yields
A − BB−1A = A − BF ≥ 0, as required. �

Matlab code for verifying whether (A) holds for a given (A, B)
is available as online supplementary material. We comment here
that (A) holds for any A ≥ 0 in the single input case B = b = ciei,
ci > 0 and the correspondingmultiple input version casewhen B is
a combination of ei, that is, B = [ci1ei1 , . . . , cimeim ] for positive cik .
These two cases are arguably the most important for applications.
The following corollary interprets Lemma 2.1 in the single input
case.

Corollary 2.3. Let A ≥ 0 with ith row denoted by ri and B = b be
given by

b =

n
k=1

cikeik with cik > 0.

Assumption (A) holds for (A, b) if, and only if, there exists ik ∈ {i1,
. . . , in} such that

rij −
cij rik
cik

≥ 0, ∀ij ∈ {i1, . . . , in}, (2.8)

and in this case F = f T =
rik
cik

, where ik is as in (2.8).
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