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a b s t r a c t

In this paper, we consider continuous dependence of the optimal control with respect to the actuator
domainwhich is varying as open subset in the spatial domain for amulti-dimensional heat equation. Both
time optimal control and norm optimal control problems are considered. The reason behind combining
these two problems together is that these two problems are actually equivalent: The energy to be used to
drive the system to target set inminimal time interval is actually theminimal energy of driving the system
to target set in thisminimal time interval, and visa versa. It is shown that both optimal control and optimal
cost are continuous with respect to open controlled actuator domain under the Lebesgue measure.

© 2015 Elsevier B.V. All rights reserved.

1. Introduction

From the shape optimization point of view, the location of ac-
tuator can be regarded as a controller for the systems described by
partial differential equations (PDEs). There are many works seek-
ing optimal location of the optimal controls for PDEs, for instance,
[1–5]. In this paper, however, we study continuous property of the
optimal control with respect to the controlled actuator domain for
a multi-dimension heat equation, which is different from continu-
ous dependence on the initial value studied in [6–9].

Suppose thatΩ ⊂ Rd is a bounded domain with C∞ boundary.
Let ω ⊂ Ω be a nonempty open subset which is considered to
be the controlled actuator domain. Denote by χω the characteristic
function of ω. In this paper, we are concerned with the following
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controlled multi-dimensional heat equation:
∂ty(x, t)− △y(x, t) = χωu(x, t) inΩ × (0,+∞),
y(x, t) = 0 on ∂Ω × (0,+∞),
y(x, 0) = y0(x) inΩ,

(1.1)

where y0 ∈ L2(Ω) is the initial state, and u ∈ L∞(0,∞; L2(Ω))
is the control input. We consider system (1.1) in the state space
L2(Ω)with the usual norm and inner product denoted by ∥ · ∥ and
⟨·, ·⟩, respectively, without specific explanation in what follows.
The unique solution of (1.1) is denoted by yω(·; y0, u) to represent
the relation of the solution with the control input u, the actuator
domain ω, and the initial state y0.

For a given fixedM > 0, the constraint control set is taken as

UM = {v ∈ L∞(0,+∞; L2(Ω)) | ∥v(t)∥L2(ω) ≤ M,
∀ t ∈ [0,+∞) a.e.}

Let r > 0 be a given positive number. The target set is chosen as
the closed ball B(0, r) ≡ {w ∈ L2(Ω)|∥w∥ ≤ r} and suppose
that y0 ∉ B(0, r). The time optimal control problem studied in this
paper reads as follows:

(T P ω,M) : min
u∈UM

{T |yω(T ; y0, u) ∈ B(0, r)}.

The time Tω,M(y0) is called the optimal time if Tω,M(y0) ≡

minu∈UM {T |y(T ; y0, χωu) ∈ B(0, r)}, while a control uω,M ∈ UM
satisfying yω(Tω,M(y0); y0, uω,M) ∈ B(0, r) is called an optimal

http://dx.doi.org/10.1016/j.sysconle.2015.02.007
0167-6911/© 2015 Elsevier B.V. All rights reserved.

http://dx.doi.org/10.1016/j.sysconle.2015.02.007
http://www.elsevier.com/locate/sysconle
http://www.elsevier.com/locate/sysconle
http://crossmark.crossref.org/dialog/?doi=10.1016/j.sysconle.2015.02.007&domain=pdf
mailto:guojiezheng@yeah.net
mailto:bzguo@iss.ac.cn
http://dx.doi.org/10.1016/j.sysconle.2015.02.007


G. Zheng et al. / Systems & Control Letters 79 (2015) 30–38 31

control. Clearly, Tω,M(·) defines a functional from L2(Ω) to R+
≡

[0,+∞). For notational simplicity, we just write Tω,M as the
optimal time for problem (T P ω,M) if there is no risk to make any
confusion.

There are many researches concerning time optimal control
problem, see, for instance, [10–14], name just a few.

Remark 1.1. When M = 0, Tω,0 is just the minimal time for the
solution of Eq. (1.1) to enter the target set B(0, r) without control.
For convenience, we regard uω,M(x, t) = 0 when x ∉ ω and
t ∈ (0,+∞), or t > Tω,M and x ∈ Ω .

From the shape optimization point of view, the ω can be re-
garded as a controller as well for problem (T P ω,M). The objective
of this paper is to investigate the continuous dependence of opti-
mal control with the variation of actuator domain. To this purpose,
we need to define a metric-like relation among open actuator do-
mains. For any measurable set A ⊆ Rd, let m(A) be its Lebesgue
measure in Rd. Consider the set

A = {A | A is a nonempty open subset ofΩ}.

We can define a positive function over A as:

d(A1, A2) = m[(A1 \ A2) ∪ (A2 \ A1)], ∀A1, A2 ∈ A. (1.2)

As seen in Appendix, d(·, ·) can be indeed regarded as a metric be-
tween open sets when we limit the open sets to be convex. The
main results of this paper are stated as Theorems 1.1 and 1.2.

Theorem 1.1. Let {ωn}
∞

n=1 ⊂ A satisfy d(ωn, ω) → 0. Let Tω,M
and uω,M be the optimal time and the optimal control to problem
(T P ω,M), and let Tωn,M and uωn,M be the optimal time and the
optimal control to problem (T P ωn,M), respectively. Then,

Tωn,M → Tω,M as n → ∞, (1.3)

uωn,M → uω,M strongly in L2(0, Tω,M , ; L2(Ω)) as n → ∞. (1.4)

Moreover, if {ωn}
∞

n=1 ⊂ A satisfies the following condition (C):
(C): There exist x0 ∈ Rd, positive number l > 0, and N ∈ N such

that ∩
∞

n=N ωn ⊇ Bl ≡ {x ∈ Rd
| ∥x − x0∥Rd ≤ l}.

Then for any η ∈ (0, Tω,M),

uωn,M → uω,M strongly in L∞(0, Tω,M − η, ; L2(Ω))
as n → ∞. (1.5)

Remark 1.2. (i) The Assumption (C) holds when we limit the
open sets to be convex (see Appendix).

(ii) If the target set is zero instead of ball B(0, r) as discussed
in this paper, we need a uniform constant in ‘‘observability
inequality’’ for the dual systemof null controllable system (1.1)
to guarantee convergence of the optimal times [15]. Precisely,
for given T > 0, there exists CT > 0 which is independent of n
such that for any y0 ∈ L2(Ω) and any n ∈ N,

CT∥ϕ(0)∥2
L2(Ω) ≤

 T

0
∥χωnϕ(t)∥

2
L2(Ω)dt, (1.6)

whereϕ(t) is the solution of the following dual systemof (1.1):
∂tϕ(x, t)+ △ϕ(x, t) = 0 inΩ × (0, T ),
ϕ(x, t) = 0 on ∂Ω × (0, T ),
ϕ(x, T ) = ϕ0(x) inΩ.

It can be shown that the Assumption (C) implies condition
(1.6). However, we do not need Assumption (C) until (1.5). In
otherwords,we do not need the condition (1.6) for conclusions
(1.3)–(1.4) when the target set is a ball B(0, r) whereas the
condition (1.6) is necessary for single zero target set even
for the conclusions (1.3)–(1.4). The same remark is applied to
Theorem 1.2.

The aforementioned results on the time optimal control can be
generalized to the norm optimal control. To this purpose, we first
rewrite (1.1) by replacing control u with f for the following norm
optimal control problem:
∂ty(x, t)− △y(x, t) = χωf (x, t) inΩ × (0, T ),
y(x, t) = 0 on ∂Ω × (0, T ),
y(x, 0) = y0(x) inΩ,

(1.7)

where ω, χω , andΩ are the same as aforementioned, and T > 0 is
a given number.

We also consider the norm optimal control problem for system
(1.7) in the state space L2(Ω). Denote, by abuse of notation, by
yω(·; y0, f ) the solution of Eq. (1.7) associated with the control f ,
the actuator domain ω, and the initial state y0. The norm optimal
control problem that we are concerned with can be described as
follows:

(N P ω,T ) : inf
f∈FT

∥f ∥L∞(0,T ;L2(Ω)),

where the admissible control set FT is defined by

FT = {f ∈ L∞(0, T ; L2(Ω))|yω(T ; y0, f ) ∈ B(0, r)}. (1.8)

By null controllability of system (1.7) (see e.g., [15]), FT is not
empty for any T > 0. The admissible control f ∈ FT is denoted
by fω,T to represent the relation of f with actuator domain ω
and time T . The number M is called the optimal norm if M =

inff∈FT ∥f ∥L∞(0,T ;L2(Ω)), and fω,T ∈ FT is called an optimal control if
∥fω,T∥ = M .

Theorem 1.2. Suppose that {ωn}
∞

n=1 ⊂ A satisfies d(ωn, ω) → 0.
Let fω,T and fωn,T be the optimal controls to problems (N P ω,T ) and
(N P ωn,T ), respectively. Then

∥fωn,T∥L∞(0,T ;L2(Ω)) → ∥fω,T∥L∞(0,T ;L2(Ω)) as n → ∞, (1.9)

and

yωn(T ; y0, fωn,T ) → yω(T ; y0, fω,T ) strongly in L2(Ω)
as n → ∞. (1.10)

Moreover, if {ωn}
∞

n=1 ⊂ A satisfies the following condition (C):
(C): There exist x0 ∈ Rd, positive number l > 0, and N ∈ N such

that ∩
∞

n=N ωn ⊇ Bl ≡ {x ∈ Rd
| ∥x − x0∥Rd ≤ l}.

Then for any η ∈ (0, T ),

fωn,T → fω,T strongly in L∞(0, T − η, ; L2(Ω))
as n → ∞. (1.11)

The Problems (T P ω,M) and (N P ω,T ) are closely related. An
interesting result of [15] says that these two problems are actually
equivalent: The energy to be used to drive the system to zero in
minimal time interval is actually the minimal energy of driving
the system to zero in this minimal time interval, and visa versa.
The main results stated above can be regarded as a sensitivity
or stability of the optimal control pairs and optimal costs for
problems (T P ω,M) and (N P ω,T ). The motivation of this study is
apparent. From the perspective of applications, if the domain ω is
also regarded as a controller for system (1.1) or (1.7), then such a
control corresponds to the actuator domain of the original control,
which plays a key role in industry applications for temperature
control. The choice of location for the actuator is a distinctive
problem for systems described by the partial differential equations
(see e.g., [16]). In this regard, there appears perturbation problem
for actuator domains. The study of the variation of actuator
domains on influence of the control performance therefore
becomes important. Among these performances, optimal control
and optimal cost are the major concerns.
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