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a b s t r a c t

We investigate the identification of a class of block-oriented nonlinear systems which is represented
by a common model in this paper. Then identifying the common model is formulated as a biconvex
optimization problem. Based on this, a normalized alterative convex search (NACS) algorithm is proposed
under a given arbitrary nonzero initial condition. It is shown that we only need to find the unique
partial optimum point of a biconvex cost function in order to obtain its global minimum point. Thus, the
convergence property of the proposed algorithm is established under arbitrary nonzero initial conditions.
By applying the results to Hammerstein–Wiener systems with an invertible nonlinear function, the long-
standing problem on the convergence of iteratively identifying such systems under arbitrary nonzero
initial conditions is also now solved.

© 2015 Elsevier B.V. All rights reserved.

1. Introduction

In science and engineering, convex optimization [1] has been
investigated and applied extensively. If a particular optimization
problem is convex, a local minimum point and a global minimum
point become equivalent. So in parameter estimation [2] which
is related to system identification, convexity naturally implies the
convergence of the estimates. This is why convex optimization has
been widely used. However, there are certain identification prob-
lems which cannot always be formulated as convex optimization
problems. For example, the identification of block-oriented non-
linear systems may not be formulated as a convex optimization
problem but a biconvex one. Different from convex optimization,
biconvex optimizationmay have a large number of local minimum
points. However, it has convex substructures, in the sense that a
biconvex optimization problem can be divided into several con-
vex optimization subproblems. Such structures can indeed be ex-
ploited in solving the whole biconvex optimization problem.

In this paper, biconvex optimization will be investigated in
the identification of the well known and widely implemented
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block-oriented nonlinear systems [3,4]. A block-oriented system is
composed of different blocks such as linear dynamic subsystems
and nonlinear static functions, which are interconnected in dif-
ferent ways [4,5]. For example, Hammerstein–Wiener system [6],
which includes Hammerstein system [7,8] and Wiener system
[9,10] as its special cases, is one of the most well known mem-
ber of block-oriented systems with the linear dynamic block be-
tween two nonlinear blocks of static functions. To achieve our
identification objectives, we first use a common model to repre-
sent the block-oriented systems and formulate the identification
of the common model as a biconvex optimization problem. Then a
normalized alterative convex search (NACS) algorithm is proposed
under a given arbitrary nonzero initial condition. It is shown that
one only needs to find the unique partial optimumpoint of a bicon-
vex cost function in order to obtain its global minimum point. In
this way, the convergence property of the proposed algorithm can
be established under arbitrary nonzero initial conditions. A uni-
fied framework for the iterative identification of the class of block-
oriented systems considered in this paper is also provided.

Note that the proposed NACS algorithm belongs to the class
of iterative algorithm [11–15] which is one popular algorithm in
the identification of block-oriented systems. Basically, the itera-
tive identification approach divides the unknown parameters into
two sets, the linear part and the nonlinear part. At each itera-
tion, one set of estimates is computed while the other set is fixed.

http://dx.doi.org/10.1016/j.sysconle.2015.01.003
0167-6911/© 2015 Elsevier B.V. All rights reserved.

http://dx.doi.org/10.1016/j.sysconle.2015.01.003
http://www.elsevier.com/locate/sysconle
http://www.elsevier.com/locate/sysconle
http://crossmark.crossref.org/dialog/?doi=10.1016/j.sysconle.2015.01.003&domain=pdf
mailto:liguoqi@mail.tsinghua.edu.cn
mailto:ecywen@ntu.edu.sg
mailto:w.zheng@uws.edu.au
mailto:zhaogs@mail.xjtu.edu.cn
http://dx.doi.org/10.1016/j.sysconle.2015.01.003


G. Li et al. / Systems & Control Letters 79 (2015) 68–75 69

Then the two sets alternate and their final parameter estimates
are obtained iteratively. The iterative algorithm may be one of
the simplest and the most efficient identification schemes. How-
ever, its convergence has been a long-standing open problem. The
original iterative algorithm proposed in [11] may be divergent as
pointed out in [12]. But with suitable normalization, global asymp-
totical convergence property for general Hammerstein systems
under proper given initial condition is obtained in [14]. In [15],
the convergence property for general Hammerstein systems
under arbitrary nonzero initial conditions is achieved. But the
convergence of the iterative algorithm for a more general block-
oriented system, for example, the Hammerstein–Wiener system
or Wiener–Hammerstein system, is still unknown. In this pa-
per, through solving the formulated biconvex optimization prob-
lem in identifying a proposed common model by extending the
normalization idea in [13] to the alterative convex search (ACS)
method, the convergence property of the iterative algorithm for
the Hammerstein–Wiener system is now established under arbi-
trary nonzero initial conditions.

When identifying nonlinear static functions in a block-oriented
system, the functions can be regarded as parametric or nonpara-
metric. For a parametric function, it is composed of a finite num-
ber of known basis functions with unknown coefficients. Then,
estimating the functions can be reduced to determining the co-
efficients. Clearly, our proposed iterative method is applicable to
identifying parametric functions. Recent advances on parametric
identification of block-oriented systems include that a new
maximum-likelihood based method is proposed in [16] for para-
metric identification of Hammerstein–Wiener model structures
with non-invertible nonlinearities and colored stochastic distur-
bances. On the other hand, nonparametric functions involve an
infinite number of basis functions and they can be identified by
nonparametricmethods [9,17]. Recently a novel kernel-based non-
parametric approach is developed in [18] for identification of non-
linear systems within the framework of Gaussian regression.

The remaining part of this paper is organized as follows. The
identification of a proposed common model is formulated as a bi-
convex optimization problem in Section 2. The convergence prop-
erty is analyzed in Section 3. In Section 4, the NACS algorithm is
presented for the identification of Hammerstein–Wiener systems,
while its effectiveness is verified via simulation results in Section 5.
Finally, this paper is concluded in Section 6.

2. Biconvex optimization in parameter estimation

2.1. A common model

In this paper, we consider formulating a biconvex optimization
problem for the identification of block-oriented systemswhich are
represented in the formofmodel (1) and (2) given below.Hammer-
stein systems,Wiener systems,Hammerstein–Wiener systems and
Wiener–Hammerstein systems are subsets of such systems and it
will be illustrated in Section 4 how aHammerstein–Wiener system
is transformed to the model

Y = Gd + Kγ + v, (1)

Y − L(d) = b0K0a + b1K1a + · · · + bmKma + v (2)

where G ∈ RN×κ , K ∈ RN×ι and Ki ∈ RN×l, for i = 0, . . . ,m
are known matrices constructed based on learning data points,
d = [d1 · · · dκ ]

′
∈ Rκ×1and γ = [γ1 · · · γι]

′
∈ Rι×1, b =

[b0 b1 · · · bm]
′
∈ R(m+1)×1 and a = [a1 · · · al]′ ∈ Rl×1 are

unknown parameters, L(d) is a known function with respect to
parameter d in (1), Y = [y1 · · · yN ]

′ is the observation vector,
and v = [v1 · · · vN ]

′ denotes the noise vector. Our objective is
to obtain the estimates â, b̂, d̂ and γ̂ of a, b, d and γ , respectively, in

(1) and (2). Note that γ can be easily estimated from an obtained
d̂. Then the objective can be reduced to estimate the parameters
a, b and d. In the model (1) and (2), L(d) and Gd can be either the
same or different. This is also the case forKγ and b0K0a+b1K1a+

· · · + bmKma. But when L(d) = Gd, Kγ and b0K0a + b1K1a +

· · · + bmKma should be equal, which corresponds to the case that
K = [K1 · · · Ki · · · Km] and γ = [b0a′

· · · bma′
]
′.

Due to its generality and also for convenience, we call the above
model as ‘‘common model’’. To characterize the common model
and estimate its parameters, we make the following assumptions.

Assumption 1. The noise vt is an i.i.d. random variable with zero
mean and finite variance denoted as σ 2

v , and is independent of the
elements in matrices Ki for i = 0, . . . ,m.

Assumption 2. ∥b∥2 =
√
b′b is known and the first nonzero entry

of b is positive.Without loss of generality, it is assumed that b1 > 0.

Assumption 3. In (1), [G K] is a full column rank matrix and
tr((G′G)−1) approaches zero in probability as N → ∞ where tr(.)
is the trace of a matrix.

Assumption 4. The matrix K = [K0 · · · Ki · · · Km] in (2)
satisfies that limN→∞

K ′K
N = I almost surely where I is an identity

matrix.

Remark 1. Assumption 2 is to guarantee a unique expression of
the common model, as any pair λa and b/λ for nonzero λ pro-
vides the same observations in Eq. (2). If (a, b) are the true param-
eters of the common model, both (a, b) and (−a, −b) will be the
global minimum points of objective function defined in function
(3). So one needs to fix the norm ∥b∥2 and the sign of the first en-
try of b. Assumption 3 basically implies that the trace tr(G′G) ap-
proaches positive infinity asN → ∞. Formore details, please refer
to Lemma 3.4 in Ref. [3].

In the next subsection, it will be shown how to estimate d in
(1), a and b in (2), respectively. In Section 3, we will prove that
the obtained estimates d̂, â and b̂ converge to their true values in
probability under Assumptions 1–4.

When d̂ in (7) is obtained without depending on other parame-
ters, which is seen in (8) later, one needs tominimize the following
cost function J d̂N for the estimation of a and b:

J d̂N(ā, b̄) =
1
N

(Ȳ − Y )′(Ȳ − Y )

=
1
N

(Ȳ − Y ∗
− v)′(Ȳ − Y ∗

− v)

s.t.

b̄′b̄ = 1,

b̄1 > 0

(3)

where the observed system output Y = Y ∗
+ v, ā and b̄ are vari-

ables of the cost function and

ā = [ā0 · · · āl]′, b̄ = [b̄1 · · · b̄m]
′,

Ȳ = L(d̂) + b̄0K0ā + · · · + b̄mKmā,
Y ∗

= L(d) + b0K0a + · · · + bmKma.

(4)

Lemma 2.1. Minimizing J d̂N(ā, b̄) in a bounded convex set is a bicon-
vex optimization defined in Definition 4 in the Appendix.

Proof. Firstly, it is easy to see that a bounded convex set is of
course a biconvex set from Definition 1 in the Appendix. Sec-
ondly, J d̂N(ā, b̄) is a biconvex function with respect to separable ā
and b̄ based on Definitions 2–4 in the Appendix. Thus, this lemma
holds. �
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