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Abstract

Objectives: Rigorous and transparent bias assessment is a core component of high-quality systematic reviews. We assess modifications
to existing risk of bias approaches to incorporate rigorous quasi-experimental approaches with selection on unobservables. These are non-
randomized studies using design-based approaches to control for unobservable sources of confounding such as difference studies, instru-
mental variables, interrupted time series, natural experiments, and regression-discontinuity designs.

Study Design and Setting: We review existing risk of bias tools. Drawing on these tools, we present domains of bias and suggest di-
rections for evaluation questions.

Results: The review suggests that existing risk of bias tools provide, to different degrees, incomplete transparent criteria to assess the
validity of these designs. The paper then presents an approach to evaluating the internal validity of quasi-experiments with selection on
unobservables.

Conclusion: We conclude that tools for nonrandomized studies of interventions need to be further developed to incorporate evaluation
questions for quasi-experiments with selection on unobservables. � 2017 Elsevier Inc. All rights reserved.

Keywords: Risk of bias; Systematic review; Meta-Analysis; Quasi-experiment; Natural experiment; Instrumental variables; Regression discontinuity; Inter-

rupted time series; Difference in differences

1. Introduction

Researchers in health and the social sciences quantify
treatment effectsdthat is, changes in outcomes which are
attributed to a particular interventiondusing a range of non-
randomized approaches, also called quasi-experiments
(QEs) [1e3]. QEs are quantitative studies which are used
to make causal inferences when treatment is by definition
not randomly assigned. There are two main types of QE
study: designs which are able to adjust for unobservable
sources of confounding (‘‘selection on unobservables’’);
and methods which adjust for observables directly (e.g.,
analysis of variance or adjusted regression analysis) whose
validity is based on the assumption of unconfoundedness

[4,5]. In this paper, we discuss explicitly approaches to con-
trol for selection on unobservables, including difference in
differences (DID), instrumental variables, interrupted time
series (ITS), natural experiments, and regression disconti-
nuity designs. Often these designs are combined with
methods to control for observable confounding such as sta-
tistical matching [e.g., propensity score matching (PSM)].

All quantitative causal studies are subject to biases
relating to design (internal validity) and methods of statis-
tical analysis (statistical conclusion validity) [3]. In the
same way that experimental studies [randomized controlled
trials (RCTs) can have methodological problems in imple-
mentation (e.g., contamination of controls, poor allocation
concealment, nonrandom attrition, and so on), inappropri-
ately designed or executed QEs will not generate good
causal evidence. QE studies are, however, potentially at
higher risk of bias than their experimental counterparts
[6,7], with perhaps the most critical biases for causal
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What is new?

Key findings
� Rigorous nonrandomized studies use design-

based approaches which can control for unob-
servable sources of confounding. These include
difference studies, instrumental variables estima-
tion, interrupted time series, natural experiments,
and regression discontinuity designs. Systematic
critical appraisal of these studies requires identi-
fication of the design and assessment of the meth-
odology, which existing risk of bias tools can
incorporate.

What this adds to what was known?
� A review of risk of bias tools suggests that they

provide, to different degrees, incomplete trans-
parent criteria to assess rigorous nonrandomized
studies. We assess modifications to existing ap-
proaches to assess bias, based on study design
and methods of analysis.

What is the implication and what should change
now?
� Current tools used to assess bias in systematic re-

views can be modified to incorporate specific eval-
uation questions to assess nonrandomized studies
with selection on unobservables. Work is underway
to incorporate these approaches into Cochrane’s
risk of bias tool in nonrandomized studies of
interventions.

inference being confounding and bias in selection of the re-
ported result. In addition, the assessment of QEs requires
greater qualitative appraisal of potential biases than RCTs,
which in many cases may need to draw on advanced theo-
retical and statistical knowledge [4]. At the same time, QEs
typically have a number of distinct advantages over exper-
iments because they do not interfere in the natural data gen-
eration process [8].

Systematic critical appraisal, operationalized through
‘‘risk of bias’’ assessment, gives assurance of the credibility
of the point estimates provided causal studies [9] and their
trustworthiness for decision making [10]. Risk of bias tools
provide transparency about the judgments made by re-
viewers when performing assessments. They are usually
organized around particular domains of bias and provide
specific ‘‘signaling questions’’ which enable reviewers to
evaluate the likelihood of bias.

This paper discusses how to operationalize risk of bias
assessment for QEs with selection on unobservables. A
glossary of technical terms used is provided in the

Appendix at www.jclinepi.com. Section 2 discusses inter-
nal validity, and Section 3 reviews existing risk of bias
tools. Section 4 presents proposed evaluation criteria. Sec-
tion 5 proposes an agenda for research in the further devel-
opment of a risk of bias tool. Section 6 concludes.

2. Internal validity of QEs

Habicht et al. [11] distinguish probability evaluation de-
signs, which are able to quantify with statistical precision
the change in outcomes attributed to a treatment, from plau-
sibility designs, which attempt to rule out observable con-
founding through use of a comparison group but are
unable to address important sources of bias, in particular
those arising from unobservables. These authors explicitly
limit probability evaluations to RCTs. However, evidence
is emerging which suggests QEs which use credible
methods to address unobservable confounding can produce
the same effect sizes as RCTs in pooled analysis (Table 1).
We note that authors and journal editors may have incen-
tives for selective publishing of favorable comparisons be-
tween randomized and nonrandomized studies. The
examples presented in Table 1 are from systematic reviews
(SRs) of socioeconomic interventions in low- and middle-
income countries supported by the Campbell Collaboration
International Development Coordinating Group (IDCG).
The findings on experimental and quasi-experimental ap-
proaches are representative of the body of evidence in
SRs supported by the IDCG. Other examples of compari-
sons of RCTs and QEs include Lipsey and Wilson [15]
who provide a meta-analysis of North American social pro-
grams and Vist et al. [16] who compare RCTs and cohort
studies in health care studies. Evidence is also available
from (within-study) design replicationdthat is, studies
which attempt to compare the same experimental treatment
groups with nonrandomized comparison groups using
quasi-experimental methods. One meta-study suggested
significant differences between results from RCTs and
QEs for US and European labor market programs [17].
However, design replications using well-conducted quasi-
experimental methods, in which participation has been
carefully modeled, have also shown the same results as
the RCTs they are replicating [18,19].

As noted by Duvendack et al. [20], effect sizes estimated
from nonrandomized studies may differ empirically from
those from RCTs due to differences in the population
sampled and the type of treatment effect estimated.

QEs modeling selection on unobservables account for
confounding by design, either through knowledge about
the method of allocation or in the methods of analysis used.
They are considered more credible in theory than ap-
proaches based on unconfoundedness which rely solely
on observable covariate adjustment [21,5,3].

In QE designs that use information about the allocation
process to estimate a treatment effect, the ability of the
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