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Problems in detecting misfit of latent class models in diagnostic research
without a gold standard were shown
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Abstract

Objectives: The objective of this study was to evaluate the performance of goodness-of-fit testing to detect relevant violations of the
assumptions underlying the criticized ‘‘standard’’ two-class latent class model. Often used to obtain sensitivity and specificity estimates for
diagnostic tests in the absence of a gold reference standard, this model relies on assuming that diagnostic test errors are independent. When
this assumption is violated, accuracy estimates may be biased: goodness-of-fit testing is often used to evaluate the assumption and prevent
bias.

Study Design and Setting: We investigate the performance of goodness-of-fit testing by Monte Carlo simulation. The simulation
scenarios are based on three empirical examples.

Results: Goodness-of-fit tests lack power to detect relevant misfit of the standard two-class latent class model at sample sizes that are
typically found in empirical diagnostic studies. The goodness-of-fit tests that are based on asymptotic theory are not robust to the sparseness
of data. A parametric bootstrap procedure improves the evaluation of goodness of fit in the case of sparse data.

Conclusion: Our simulation study suggests that relevant violation of the local independence assumption underlying the standard two-
class latent class model may remain undetected in empirical diagnostic studies, potentially leading to biased estimates of sensitivity and
specificity. � 2015 Elsevier Inc. All rights reserved.
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1. Introduction

A key step in the evaluation of a diagnostic test (e.g., im-
aging test, electrophysiology, or biomarker test) is the
assessment of its accuracy, commonly measured in terms
of sensitivity and specificity. To assess the accuracy of
the diagnostic test under study, it is necessary to obtain
information on the true target disease status of study sub-
jects that is preferably obtained from a reliable source with
perfect accuracy: a gold reference standard. Often, howev-
er, the best available reference standard is not completely
free of error [1,2]. Using such a reference standard while
disregarding these problems leads to a biased assessment
of accuracy of the diagnostic (index) test [3e5].

Latent class analysis has been proposed to circumvent
this bias [6e9]. The latent class model combines the infor-
mation from multiple, generally three or more, imperfect
diagnostic tests to uncover the unobserved disease struc-
ture. This approach has, for example, been used to study
the diagnostic value of immunohistochemical assays of
bladder tumors [10], to evaluate diagnostic tests to detect
visceral leishmaniasis [11,12], to estimate diagnostic accu-
racy of test for acute maxillary sinusitis [13], and the accu-
racy of surgeons’ classifications of bone fracture types [14].

The standard two-class latent class model that accounts
for most applications in diagnostic accuracy and disease
prevalence studies [15] relies on making two interrelated
assumptions: (1) existence of two classes representing
groups of true target disease-positive subjects and true
target disease-negative subjects and (2) local independence
with respect to the imperfect diagnostic test used in the
latent class analysis [16]: the outcomes of the diagnostic
test are stochastically independent conditional on class
membership. Together, these assumptions have been
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What is new?

� Sparseness of data and lack of power of goodness-
of-fit tests can hamper the evaluation of latent class
model assumptions in realistic diagnostic research
scenarios.

Key findings
� Relevant violation of the local independence

assumption underlying the standard two-class
latent class model may remain undetected in
empirical diagnostic studies.

� A parametric bootstrap procedure improves the
evaluation of goodness of fit in the case of sparse
data.

What this adds to what was known?
� Our study re-emphasizes the relevance of obtaining

an adequate sample size when using latent class
analysis.

criticized for being unrealistic for most diagnostic studies
(e.g., see [17e20]), potentially leading to severely biased
assessments of sensitivity, specificity, and disease preva-
lence [21e24]. Suggested alternative latent class models
that prevent this bias by accounting for dependence in diag-
nostic test errors have been developed and have found
application in more recent literature (for reviews and math-
ematical underpinnings, see [16,25e27]).

In practice, a justification for the locally independent
latent class model is often sought in testing its goodness
of fit. No studies to date have examined, however, whether
this approach yields sufficient power to detect local depen-
dence and prevent bias at sample sizes typical of diagnostic
studies. A recent systematic review [15] of latent class ap-
plications in diagnostic accuracy and prevalence studies
estimated a median sample size of approximately 350 sub-
jects in such studies. One may therefore question whether
the sample sizes of these studies are indeed sufficient to
detect relevant deviations from assumptions. Second,
although commonly used measures of latent class model
fit approach a chi-square distribution under the null hypoth-
esis as the sample size increases, in finite samples, this dis-
tribution may not be chi-square [28]. Especially when there
is large agreement between diagnostic tests, leading to
some combinations of diagnostic test outcomes to be
observed only rarely, these test statistics may not approach
their theoretical distribution. It is therefore paramount to
study the behavior of the model fit test under realistic sam-
ple size conditions.

In this article, we study the performance of testing the
goodness of fit of latent class models based on asymptotic
theory and parametric bootstrap procedures [29]. We study

power to detect misfit of the standard two-class latent class
model in scenarios where there is a relevant violation of the
local independence assumption. We will also study the false
rejection rates (type-I error) for scenarios where diagnostic
test outcomes are locally dependent. First, we consider the
basic theory and assumptions of latent class analysis. We
subsequently describe three (large sample) case studies ob-
tained from literature that have presented latent class
models for dependent diagnostic test outcomes. The re-
ported results from these publications will be used as the
data-generating mechanisms in a Monte Carlo simulation
study to evaluate the performance of the goodness-of-fit
tests in realistic settings.

2. Latent class model

The latent class model for the joint density of diagnostic
test outcomes f(x) can be written as

f ðxÞ5
X
d

pd gðx j dÞ;

where pd 5 Pr(D 5 d) is an estimator of the prevalence of
disease stratum d, and g(x | d) is a model for the joint den-
sity of diagnostic test outcomes within stratum d. In the
following, we shall limit our discussion to the common case
in which diagnostic binary test data are available on N sub-
jects, taking on the values xj 5 1 for a positive test result on
test j, and xj 5 0 when negative.

The two-class latent class model that has become the
standard in applications in the field of diagnostic research
is based on the assumption that the outcomes of the diag-
nostic tests, j 5 1,.,J, are mutually independent given
the latent variable. This latent variable is assumed to have
two classes, here denoted by d 5 0,1. Hereafter, we refer
to this model by two-class local independence model (in
short: two-class LI model) that can be written as,

f ðxÞ5
X1

d50

pd gðx j dÞ;

gðx jdÞ5
YJ
j51

pxjjdxj
�
1�pxjjd

�1�xj :

These parameters are estimators of the sensitivities of J
diagnostic tests pxjjd515 Prðxj51

�� d51Þ, the specificities
of J diagnostic tests 1� pxjjd505Prðxj50

�� d50Þ and the
prevalence of the target diseasepd5151� pd505 PrðD51Þ.

Crucially, the parameters of the latent class model must
be identifiable to obtain meaningful estimates [30,31]. For
estimating the two-class LI model, data must be available
on at least three binary diagnostic tests. The other latent
class models we consider require data on at least four
(models described in case studies II and III) or five diag-
nostic tests (model described in case study I).
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