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Abstract

Objective: Calibrated risk models are vital for valid decision support. We define four levels of calibration and describe implications for
model development and external validation of predictions.

Study Design and Setting: We present results based on simulated data sets.
Results: A common definition of calibration is ‘‘having an event rate of R% among patients with a predicted risk of R%,’’ which we

refer to as ‘‘moderate calibration.’’ Weaker forms of calibration only require the average predicted risk (mean calibration) or the average
prediction effects (weak calibration) to be correct. ‘‘Strong calibration’’ requires that the event rate equals the predicted risk for every co-
variate pattern. This implies that the model is fully correct for the validation setting. We argue that this is unrealistic: the model type may be
incorrect, the linear predictor is only asymptotically unbiased, and all nonlinear and interaction effects should be correctly modeled. In
addition, we prove that moderate calibration guarantees nonharmful decision making. Finally, results indicate that a flexible assessment
of calibration in small validation data sets is problematic.

Conclusion: Strong calibration is desirable for individualized decision support but unrealistic and counter productive by stimulating the
development of overly complex models. Model development and external validation should focus on moderate calibration. � 2016 Elsev-
ier Inc. All rights reserved.
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1. Introduction

There is increasing attention for the use of risk predic-
tion models to support medical decision making. Discrimi-
natory performance is commonly the main focus in the
evaluation of performance, whereas calibration often re-
ceives less attention [1]. A prediction model is calibrated
in a given population if the predicted risks are reliable, that
is, correspond to observed proportions of the event.
Commonly, calibration is defined as ‘‘for patients with an
predicted risk of R%, on average R out of 100 should
indeed suffer from the disease or event of interest.’’

Calibration is a pivotal aspect of model performance
[2e4]: ‘‘For informing patients and medical decision mak-
ing, calibration is the primary requirement’’ [2], ‘‘If the
model is not [.] well calibrated, it must be regarded as
not having been validated [.]. To evaluate classification
performance [.] is inappropriate’’ [4].

Recently, a stronger definition of calibration has been
emphasized in contrast to the definition of calibration given
previously [4,5]. Models are considered strongly calibrated
if predicted risks are accurate for each and every covariate
pattern. In this paper, we aim to define different levels of
calibration and describe implications for model develop-
ment, external validation of predictions, and clinical deci-
sion making. We focus on predicting binary end points
(event vs. no event) and assume that a logistic regression
model is developed in a derivation sample with perfor-
mance assessment in a validation sample. We expand on
examples used in recent work by Vach [5].
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What is new?

Key findings
� We defined a new hierarchy of four increasingly

strict levels of calibration, referred to as mean,
weak, moderate, and strong calibration.

� Strong calibration of risk prediction models im-
plies that the model was correct given the included
predictors. We argue that this is unrealistic.

� Moderate calibration of risk prediction models
guarantees that decision making based on the
model does not lead to harm.

� The reliability of calibration assessments, most
notably of flexible calibration plots, is highly
dependent on the sample size of the validation data
set.

What this adds to what was known?
� The evaluation of risk prediction models in terms

of calibration is often described as a crucial aspect
of model validation. However, a systematic frame-
work for levels of calibration for risk prediction
models was lacking, and the characteristics of
different levels were unclear.

� We find that strong calibration of risk models oc-
curs only in utopia, whereas moderate calibration
does not and is sufficient from a decision-analytic
point of view.

What is the implication and what should change
now?
� At model development, researchers should not aim

to develop the correct model. This is practically
impossible and may backfire by developing overly
complex models that overfit the available data. Our
focus should be on achieving moderate calibration,
for example, by controlling model complexity and
shrinking predictions toward the average.

� At model validation, sufficiently large data sets
should be available to reliably assess moderate
calibration. We suggest a minimum of 200 events
and 200 nonevents.

2. Assessing calibration at external validation

2.1. Methods

We assume that the predicted risks are obtained from a
previously developed prediction model for outcome Y

(1 5 event, 0 5 nonevent), for example, based on logistic
regression analysis. The model provides a constant (model
intercept) and a set of effects (model coefficients). The
linear combination of the coefficients with the covariate
values in a validation set defines the linear predictor L:
L5aþb1�x1þb2�x2þ.þbi�xi, where a is the model
intercept, b1 to bi a set of regression coefficients, and x1
to xi the predictor values that define the patient’s covariate
pattern.

Calibration of risk predictions is often visualized in cali-
bration plots. These plots show the observed proportion of
events associated with a model’s predicted risk [6]. Ideally
the observed proportions in the validation set equal the pre-
dicted risks, resulting in a diagonal line in the plot. The
observed proportions per level of predicted risk cannot be
directly observed. We consider their estimation in three
ways. First, the observed event rates can be obtained after
categorizing the predicted risks, for example, using deciles.
This is commonly done for the Hosmer-Lemeshow test [7].
Then, for each group, the average predicted risk can be
plotted vs. the observed event rate to obtain a calibration
curve, see [8] for an example. Second, the logistic recali-
bration framework can be used [9,10], where a logistic
model is used for the outcome Y as a function of L. More
technically, the logistic recalibration framework fits the
following model: logit(Y )5aþbL�L. Using the results of
this model to estimate the observed proportions results in
a logistic calibration curve. If bL51 and a50, the logistic
calibration curve coincides with the diagonal line. The co-
efficient bL is the calibration slope that gives an indication
of the level of overfitting (bL!1) or underfitting (bLO1).
Overfitting is most common, reflected in a linear predictor
that gives too extreme values for the validation data: high
risks are overestimated, and low risks are underestimated.
The intercept a can be interpreted when fixing bL at 1, that
is, ajbL51. This calibration intercept is obtained by fitting
the model logit(Y )5aþoffset(L), where the slope bL is set
to unity by entering L as an offset term to the model. Pre-
dicted risks are on average underestimated if ajbL51 O 0,
and overestimated if ajbL51!0.

Third, a flexible, nonlinear, calibration curve can be
considered using the model logit(Y )5aþf(L). Here, f may
be a continuous function of the linear predictor L, such as
loess or spline transformations [6,11]. We used a loess
smoother in this article.

2.2. Illustration: examples 1e5

For illustration, we consider five simulated examples,
as previously presented [5]. We randomly generate four in-
dependent predictor variables x1 to x4. These predictor
variables are ordinal with three categories (�1, 0, and 1)
that each have 33% prevalence; this allows to visualize
calibration by covariate pattern (see below). Let
outcome Y be generated by an underlying logistic
regression model with the true linear predictor
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