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a b s t r a c t

A real-time BSS system based on DUET was developed and implemented in order to assess its potential as
the front-end for a DSR engine. The system uses only two closely-spaced standard omni-directional
microphones and a computer soundcard and was developed for low reverberation environments with
several human speakers and different noise sources.
A novel multi-source real-time audio streaming module was developed, with arbitrary statistics, move-

ment tracking, continuity cues such as position and cross-correlation, a spurious peak classifier stage
based on kurtosis, and spectral subtraction post-processing.
Two intrinsic error causes for the binaural attenuation and delay estimators were identified, due to FFT

spectral leakage and to sibilants, which violate the taken for granted DUET assumptions. A comprehen-
sive study on time windows was done and new window types proposed in order to minimize the DUET
assumptions violations.
The implemented system correctly identifies the clusters in the binaural estimators’ space for the case

of a real room with two human speakers, up to distances of 2 m from the two microphones, although for
distances greater than 1 m the separation quality quickly degrades.

� 2016 Elsevier Ltd. All rights reserved.

1. Introduction

Speech is one of the most natural forms of human communica-
tion and that is why a great deal of research has been done to allow
machines to recognize it.

As the word recognition rate of Automatic Speech Recognition
(ASR) systems keeps getting better in scenarios where the speaker
is close to a microphone and little noise is present [1], performing
Distant Speech Recognition (DSR), where the distance between the
user and the microphone(s) increases is not yet solved satisfacto-
rily, especially in real-time implementations [2]. As the target
speaker distance to the microphone grows, lower received speech
power, added reverberation and noise sources from different
origins, even from different speakers, are some of the factors that
decrease the speech Signal-to-Noise-Ratio (SNR).

One way to solve the DSR problem is to add a pre-processing
stage that would ideally isolate the target speaker from the
remaining signals.

The task of separating multiple sound sources’ signals one from
another given one or more mixtures of the signals is ascribed to the

field of Source Separation (SS), which is traditionally split into
Blind Source Separation (BSS), Semi-Blind Source Separation (SBSS)
and Informed Source Separation (ISS), in increasing order of the
assumed information about the sound sources.

The Degenerate Unmixing Estimation Technique (DUET) [3], is a
rather simple but efficient BSS method that allows the separation
of any number of sources from only two mixtures registered at
two microphones. Degenerate BSS, where one tries to separate
more sources than there are input channels, places a great
challenge because the mixing process is non-invertible.

Some approaches to BSS that are very efficient and robust were
proposed in recent years, however, most are very computationally
demanding and unable to run in real-time on today’s commodity
hardware and for the foreseeable future. Examples are the Nonneg-
ative Matrix Factorization (NMF) [4], Model based Expectation
Maximization Source Separation and Localization (MESSL) [5],
Mouba [6] and Sawada [7], which use the same core principles as
DUET, being more robust in reverberant environments, but relying
on a much more complex model.

Another family of methods, based on Independent Component
Analysis (ICA), which is traditionally used for SS, also presents
several drawbacks as its separation capability responds linearly
with the distance between microphones. Thus, these methods will
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only separate signals well if the microphones are considerably
separated in space.

Techniques based on spectral subtraction can be additionally
used in real-time [8,9] to clean the speech signals, however,
supplementary dereverberation and source separation stages are
required in a live environment.

This area of research has seen a great activity in recent years
and some large funded projects have been carried out such as
the European project DICIT, with a 5 M€ budget, and such as Sam-
sung’s Smart TV project [10–12], but only with a limited success
outcome in what concerns their DSR capabilities.

2. Motivation

The motivation for this work is the creation of a front-end to a
DSR system that would allow issuing voice commands to a media
device (such as a TV) in a living room with more than one person
present, together with various noise sources, amongst which the
device itself, since it emits audio too, when on.

Besides being able to run in real-time (low latency) the system
should be cheap, small, non-intrusive and reliable. Therefore, the
system should be as simple as possible meaning that the speech
signal enhancement could be implemented in real-time with only
two closely-spaced microphones.

Another pursued goal was to design the system to handle very
low SNR values as well, meaning that it is able to extract weak
speech sound signals in relatively noisy environments.

3. System development

Given the available choice of methods, DUET was chosen due to
its computational simplicity to allow a real-time implementation
which was created in C++. An iterative spectral subtraction module
was also implemented.

DUET [3], upon which the developed system was based, adopts
the noisy anechoic mixing model for two microphones with the
relative attenuation aj and delay dj between right (x2) and left
(x1) microphone signals for N sources:

x1ðtÞ ¼
XN
j¼1

sjðtÞ þ n1ðtÞ

x2ðtÞ ¼
XN
j¼1

ajsjðt � djÞ þ n2ðtÞ
ð1Þ

where sj is the signal of the audio source j and nmðtÞ represent inde-
pendent Gaussian noise signals for each microphone m that for
instance model electronic amplification noise.

This technique works for sources with different spatial signa-
tures. For two microphones it means that any sources located at
the same azimuth and distance from the microphone pair will
not be separable.

3.1. W-disjoint orthogonality

DUET requires orthogonally W-disjoint source signals. Two
functions are W-disjoint orthogonal if given a window function
wðtÞ, the supports of the windowed Fourier transforms of the func-
tions are disjoint. The windowed Fourier transform1 of sðtÞ is
defined as

Swðs;xÞ :¼ Fw½s�ðs;xÞ :¼ 1ffiffiffiffiffiffiffi
2p

p
Z 1

�1
wðt � sÞsðtÞe�ixtdt ð2Þ

where s is the time offset of the analysis windoww andx the angu-
lar frequency.

The condition of W-disjoint orthogonality thus requires that:

8ðs;xÞ8j–k Swj ðs;xÞSwk ðs;xÞ ¼ 0 ð3Þ
This condition allows the creation of binary masks Mj, plain

indicator functions with which a source j can be separated from
the mixture, for instance, by multiplying the mask Mj with the
windowed Fourier transform of the left input channel Xw

1 :

Mjðs;xÞ :¼ 1; Swðs;xÞ – 0
0; otherwise

�
ð4Þ

8ðs;xÞ Ŝwj ðs;xÞ ¼ Mjðs;xÞXw
1 ðs;xÞ ð5Þ

where Ŝwj is the estimated sound signal of source j.

3.2. Local stationarity

The time shift property of the Fourier transform, true for
wðtÞ ¼ 1 and approximately true for windows with finite support
[13,14], states that for a signal s,

Fw½sðt � dÞ�ðs;xÞ ¼ expð�ixdÞFw½sðtÞ�ðs� d;xÞ
� expð�ixdÞFw½sðtÞ�ðs;xÞ ð6Þ

where the time shift d of the transformed function is assumed
negligible. This means that the solutions in the histograms (see
Section 3.6) are not exact and will vary according to the time shift.

DUET requires Eq. (6) to hold, even if w has finite support up to
a maximum delay D=c between sensor signals, id est, 8j jdjjc 6 D for
the method to work, where c is the speed of sound. D also corre-
sponds to the chosen distance between the two microphones.

The tests performed in this work determined that such hypoth-
esis does not hold for non-stationary speech signals such as
sibilants [15].

3.3. Separation principle

By the local stationarity and W-disjoint properties of the sig-
nals, for a single active source j at a certain angular frequency
x; Xw

1 and Xw
2 , the windowed Fourier transforms of the inputs form

the following system:

Xw
1 ðs;xÞ

Xw
2 ðs;xÞ

" #
� 1 � � � 1

a1e�ixd1 � � � aNe�ixdN

� � Sw1 ðs;xÞ
..
.

SwN ðs;xÞ

2
664

3
775

¼Wdisj: 1
aje�ixdj

� �
Swj ðs;xÞ

ð7Þ

By this observation the most important quantity in DUET is
Fðx; sÞ, where the property of Eq. (6) is used:

Fðs;xÞ :¼ Xw
2 ðxÞ

Xw
1 ðxÞ ¼ aje�ixdj

Swj ðs� dj;xÞ
Swj ðs;xÞ � aje�ixdj ð8Þ

If both local stationarity and W-disjoint properties are
respected, the approximation in Eq. (8) is valid and since x is
known, it is possible to extract both the delay and attenuation
between the microphones for the active source j from the complex
quantity F, forming the amplitude-phase function K [16]:

K ¼ ðaj; djÞx ¼ ðkFðs;xÞk; � argðFðs;xÞÞ=xÞ ð9Þ
Each ðs;xÞ bin can then be assigned to a binary mask of one of

the sources on the time-frequency (T-F) domain.1 If wðtÞ ¼ 1, the windowed Fourier transform Fw is represented by F.
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