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A B S T R A C T

Speech prosody has traditionally been analyzed in terms of acoustic features. Although visual features have been
shown to enhance linguistic processing, the conventional view is that facial and body gesture information in oral
(non-signed) languages tends to be redundant and has the role of helping the hearer recover the meaning of an
utterance. Though prosodic information in face-to-face communication is produced with concurrent visual
information, little is known about their audiovisual multisensory interactions. We conducted two perception
experiments modeled after the McGurk paradigm with a 3D animated character, in which varying degrees of
discordance between auditory and visual information were created to investigate two related questions regarding
the detection of contrastive-corrective focus: (a) how important are gestural cues with respect to auditory cues
and (b) what is the relevance of the different gestural movements involved (i.e., head nodding, eyebrow raising)?
Participants were presented with combinations of auditory and visual cues for both information and Contrastive
Focus Statements (Experiment 1, with the corresponding unimodal control experiments) or combinations of two
visual cues (namely combinations of competing eyebrow and head movements) without auditory information
(Experiment 2), and were asked to identify whether the utterance presented was a statement or a correction.
Results of Experiment 1 showed that (a) the presence of either acoustic or gestural features of contrastive focus
were key in guiding the listener towards one interpretation or another, and (b) listeners were more sensitive to one
of the modalities when the other was weaker. Results of Experiment 2 showed that (a) both types of visual cues
(head and eyebrow movements) contributed individually to the perception of contrastive focus, and (b) head nods
were more informative than eyebrow movements for focus identification. Overall, our findings suggest that
prosodic and visual information work in a complementary fashion and are not integrated in the same way as
auditory and visual information during segmental perception.

& 2014 Elsevier Ltd. All rights reserved.

1. Introduction

The study of speech prosody has traditionally been based on acoustic information related to f0 pitch movements (i.e., information
about the intonation contour of an utterance) and information related to the duration and intensity of the sound chain. Yet in face-to-
face communication prosodic features are typically produced with correlated visual features, such as head and eyebrow movements,
or body and arm/hand movements, which are temporally synchronized with prominent prosodic units and which can be very helpful in
the processing of speech. Classic experiments have shown that visual cues contribute to speech intelligibility and the detection of
segmental information in noisy conditions (Munhall, Jones, Callan, Kuratate, & Vatikiotis-Bateson, 2004; Sumby & Pollack, 1954),
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with the study by Munhall et al. (2004) focusing on head movement in particular. They used an animated character to assess speech-
in-noise comprehension in the presence of normal head movements, exaggerated head movements, or no head movements, and
found that performance comprehension increased in the presence of natural head movements. Al Moubayed and Beskow (2009)
also showed that word recognition and intelligibility using animated talking heads increased when focally-accented (i.e., prominent)
words were supplemented with head-nods or eyebrow raising gestures.

Prominence is one of the prosodic functions that have been studied in most detail, and it has been shown to be strongly correlated
with the presence of certain gestural features. A body of research has reported that in natural communication prominent words tend
to be accompanied by head nods and eyebrow movements or by more exaggerated movements of the articulators (Dohen, 2009;
Dohen, Lœvenbruck & Hill, 2006; Ekman, 1979; Graf, Cosatto, Strom & Huang, 2002; Swerts & Krahmer, 2008), and these gestures
also act as conversational signals (e.g., raised eyebrows to express interest on the part of the listener or nodding to provide
conversational encouragement; Ekman, 1979). Dohen et al. (2006) tracked the movement of speakers' faces while producing
prosodic contrastive focus in French and assessed head, eyebrow, and cheek movements as well as the opening, spreading, and
protrusion of the lips, and chin movements. They found that contrastive focus in French is produced using lengthening and over-
articulation of the focused constituent. With regard to articulatory correlates, lip protrusion had the largest correlation with the
presence of stress, which suggests that this cue may be of particular importance, at least in French. They also found that focus was
sometimes signaled by raised eyebrows and/or head nodding, but the link was highly inter- and intra-speaker dependent. Production
studies have also reported on the fine temporal alignment that exists between the most prominent part of head gestures (the apex)
and accented syllables in speech (i.e., prosodically prominent syllables) (Borràs-Comes, Vanrell, and Prieto, 2014; Loehr, 2007, and
others).

In the perceptual domain, several studies have demonstrated the usefulness of eyebrow and head movements to facilitate the
audiovisual perception of speech prominence (House, Beskow, & Granström, 2001 for Swedish; Krahmer, Ruttkay, Swerts, &
Wesselink, 2002a and Krahmer & Swerts, 2006 for Dutch; Massaro & Beskow, 2002 for English; Dohen & Lœvenbruck, 2009 for
French). Many of these studies have manipulated the presence vs. absence of prosodic and visual information. For example, Swerts
and Krahmer (2008) showed that conflicting auditory prosodic and visual information (specifically, head nod, eyebrow raising, and
manual beat gestures, as well as pitch range and duration values) affect the perceived location of emphatic words in a phrase. In their
study, participants listened to recordings of a sentence with three prosodically prominent words whose auditory and visual
prominence cues were manipulated. These cues were either congruent (i.e., occurring on the same word) or incongruent (i.e.,
occurring in such a fashion that the auditory and visual cues were positioned on different words). Their results showed that
participants could more easily determine prominence when the visual cue occurred on the same word as the auditory cue, while
displaced visual cues hindered prominence perception. Dohen and Lœvenbruck (2009) found that prosodic contrastive focus could
be easily detected on the basis of either the audio or the visual modality alone (when the visual modality included only the lip contour
information), leading to a ceiling effect. In an experiment involving whispered speech, they reported that a combination of auditory
and visual information constituted an advantage for the perception of prosodic features. Specifically, the study showed that adding
vision to audition improved focus detection and also reduced reaction times.

Thus, though most of these studies suggest that gestural dynamics do convey important information that may improve the
perception of focus in conversational situations, little is known about the extent to which different activations of visual cues to
prominence interact with different activations of prosodic information in the perception of speech. Previous work on the integration of
speech information with visual cues from a speaker's face has concentrated on the segmental effects, i.e., the recognition of vowels
and consonants. McGurk and MacDonald's (1976) classic study showed that presentation of speech information from the voice with
incompatible concurrent presentation of gestural information from the face leads to confusion and illusory percepts. In some cases,
subjects reported hearing sounds that were not provided either by the voice alone or by the movements of the face alone (in one of
the most dramatic cases, when an auditory “baba” was combined with a visual “gaga”, some speakers reporting hearing “dada”). The
McGurk effect thus shows that speech perception of the segmental content does not simply superimpose audition on or add audition
to vision, but rather that the two modalities are integrated. Yet speech is not unique in being perceived by both ear and eye. Work on
the detection of emotions (deGelder and Vroomen, 2000) has also shown clear interactions between vision and audition, that is,
when a fearful voice is juxtaposed against a happy face, the voice is perceived to be happier. Similarly, while linguistic prominence is
also produced in a multimodal fashion, little is known about how visual cues influence the perception of prosodic categories. To help
fill this gap in the research, in the present study we use a novel method of testing multimodal perception of contrastive focus that is
comparable to methods used in experiments that examine the multimodal identification of phonetic segments. The first aim of the
study is to evaluate the relevance of prosodic and visual information in the perception of contrastive focus in an experiment which
presented participants with combinations of different activations of prosodic and gestural features. Experiment 1 examines the
potential influence of the presence of gestural markers (specifically, head and eyebrow movements) on the perception of contrastive
focus when they are competing with auditory information. By using controlled manipulations of intonation (i.e., pitch range variation)
and gestural variation through animated agents (i.e., variation in the strength of head nod and eyebrow raising movements) we were
able to obtain data on the relative contributions of intonation and gesture to the perception of contrastive focus.

Recent work has also sought to determine which visual features are most effective in perceptual terms for conveying prominence
and focus in speech. Though results are partially contradictory, it seems that visual cues from the upper face together with head
movements are powerful cues to prominence when synchronized with the stressed vowel of the prominent word. Swerts and
Krahmer (2008) investigated which area of a speaker's face contains the strongest cues to prominence, using stimuli with either the
entire face visible or only parts of it. Results showed that the upper facial area (i.e., eyebrow movements) had a stronger cue value for
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