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a b s t r a c t 

Synthetic population is a key input to agent-based urban/transportation microsimulation 

models. The objective of population synthesis is to reproduce the underlying statistical 

properties of real population based on available microsamples and marginal distributions. 

However, characterizing the joint associations among a large set of attributes is challeng- 

ing because of the curse of dimensionality, in particular when attributes are organized in 

a hierarchical household-individual structure. In this paper, we use a hierarchical mixture 

model to characterize the joint distribution of both household and individual attributes. 

Based on this model, we propose a framework of generating representative household 

structures in population synthesis. The framework integrates three models: (1) probabilis- 

tic tensor factorization, (2) multilevel latent class model, and (3) rejection sampling. With 

this framework, one can generalize not only the associations of within- and cross-level 

attributes, but also reproduce structural relationships among household members (e.g., 

husband-wife). As a case study, we implement this framework based on the household 

interview travel survey (HITS) data of Singapore, and then use the inferred model to gen- 

erate a synthetic population pool. This model demonstrates great potential in reproducing 

the underlying statistical distribution of real population. The generated synthetic popula- 

tion can serve as a replacement for census in developing agent-based models, with privacy 

and confidentiality being protected and preserved. 

© 2018 Elsevier Ltd. All rights reserved. 

1. Introduction 

Agent-based microsimulation models have become increasingly important in urban/transportation planning practices 

(e.g., MATSim Balmer et al., 2006 ). Compared with traditional aggregated planning models, agent-based models simulate 

the decisions and activities of each individual person over time, providing more detailed and accurate information for plan- 

ning and policy evaluation. A first and critical step in developing such models is to prepare a list of population (agents) with 

comprehensive demographic and socioeconomic attributes that may affect agents’ decision-making and activity patterns. An 

ideal data source for this purpose is the census data of a city, since it registers full information of the whole population. 

However, due to privacy concerns, the full census data is strictly confidential and even the use of samples and marginals is 

highly sensitive. To reduce the risk of disclosure, a typical practice of statistical bureaus is to release two sets of reproduced 
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data separately: (D1) a small fraction (e.g., 1–5%) of disaggregated microsamples, and (D2) marginal distributions for differ- 

ent attributes. Data set (D1) is often referred to as the public use micro samples (PUMS). Data set (D2) is usually provided 

as one-way, two-way, and sometimes multi-way cross-tabulations aggregated from the full census. 

Because of the confidentiality and privacy issues in using census, developing methodologies to generate a synthetic pop- 

ulation has received considerable attention in the literature. A common objective of these models is to take full use of the 

available microsamples and marginals to create a representative list of agents, which can reproduce the underlying struc- 

ture and statistical properties of the real population as much as possible. In practice, it is not easy to achieve this goal and 

there are three challenging problems to be addressed in designing population synthesis models. The first challenge is to 

preserve the high-dimensional dependency structure and match the aggregated data without introducing potential biases. 

For example, at the individual level, age and income are clearly associated, while intuitively we may consider age and sex 

to be independent across the population. At the household level, a good example is the dependency between dwelling type 

and number of household members —a household with more members needs a large house. These association structures be- 

come more and more complex when the number of attributes gets larger, and an ideal population synthesis model should 

be able to fully capture these structures. Most existing works on population synthesis have focused on solving this prob- 

lem. The second challenge is to associate both household-level attributes and individual-level attributes in a unified manner 

( Anderson et al., 2014 ). For example, car availability (as a household attribute) should be strongly related to whether house- 

hold members have driving licenses (as an individual attribute). The third challenge is to reproduce the interdependencies 

among agents in the same household (e.g., the relationship of husband and wife ), even this type of structural relationship is 

not reported in the census data. While the latter two issues are as critical as the first one, in the past little attention is paid 

to reproduce the cross-level and within-household associations. 

There is a vast literature on population synthesis modeling. In general, previous work can be split into three categories: 

(1) synthetic reconstruction (SR) (e.g. Deming and Stephan, 1940; Beckman et al., 1996 ), (2) combinatorial optimization (CO) 

(e.g. Williamson et al., 1998; Voas and Williamson, 2001 ), and (3) statistical learning (SL) (e.g. Farooq et al., 2013; Sun 

and Erath, 2015; Saadi et al., 2016; Hu et al., 2017 ). In terms of development, SR and CO-based models have been stud- 

ied for decades and applied in various projects. However, these models often have some problems in implementation and 

a critical one is that SR and CO only replicate existing agents in the PUMS. Thanks to the advances in statistical learning 

theory and application, probabilistic and SL-based models have become emerging in the development of population syn- 

thesis models recently. In comparison with SR and CO, SL-based approaches try to encode the structure of population as a 

probabilistic model, and thus it is able to generate “real” synthetic data by sampling from the distribution instead of cloning 

( Farooq et al., 2013 ). Among those SL-based approaches, notably, Hu et al. (2017) proposed to model household-individual 

association using a nested latent class structure. This seems to be the first SL-based work addressing the association issues 

among household-individual attributes. The Dirichilet process is used to capture the number of latent classes in a non- 

parametric Bayesian setting. This model shows great potential in capturing the interdependencies among individuals within 

the same household by using a household class-specific conditional distribution. Although this model is both flexible and 

effective, the underlying assum ptions still create some problems in real-world implementations. First of all, given the condi- 

tional independence assumption for individuals in the same household, it cannot fully characterize structural relationships 

in households. Second, since individual classes are defined separately for each group-level class, the model needs a large 

number of parameters and the computational cost in Bayesian inference could be high when the size of input data and the 

number of attributes of interest become large. 

In this paper, we use a hierarchical probabilistic model to capture and reproduce the structure of population at both 

household and individual levels. To better characterize the underlying joint distribution for both households/individuals 

and the within-/cross-level association structures, the proposed framework integrates three models: (1) probabilistic ten- 

sor factorization ( Sun and Axhausen, 2016 ), which is applied to model the joint distribution for nominal categorical vari- 

ables at each level using a mixture structure, (2) multilevel latent class model ( Vermunt, 20 03; 20 08 ), which captures the 

interaction between household-level and individual-level latent classes, and (3) rejection sampling, which further filters 

the synthetic population to preserve the structural relationships among individuals in the same household (e.g., husband - 

wife - child ). The first two models provides an integrated probabilistic model for full household observations. Based on the 

estimated model, we can generate a large pool of synthetic population from the inferred model. The first two models 

ensures this hierarchial mixture framework to capture the association among household- and individual-level attributes; 

however, it still cannot reproduce meaningful individual associations within a household due to the assumption that in- 

dividuals are independent given household class label. To correct this, rejection sampling (the third model) is used as a 

postprocessing step, in which we transform the structural relationships into a target distribution to filter those created 

households/individuals. The remaining samples after rejection sampling are used as the final synthetic population. This in- 

tegrated framework allows us to learn the underlying structure distribution of population from limited PUMS data. In ap- 

plying this model, one only need the PUMS data as input and define two hyperparameters ( G and M for numbers of latent 

classes at the household level and the individual level, respectively). The MATLAB codes for this project are available at 

https://github.com/lijunsun/population _ synthesis _ hierarchical . 

The remainder of this paper is organized as follows. In Section 2 , we review previous literature on population synthe- 

sis modeling. Section 3 first provides an overview of the hierarchical population synthesis problem, and then presents a 

model that integrates probabilistic tensor factorization and multilevel latent class model. In addition, an efficient expecta- 

tion maximization (EM) algorithm is derived for model inference. Using the household interview travel survey (HITS) data in 
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